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2 Chapter 1 Introduction

1.1 Heusler alloy

Heusler alloys have been extensively investigated for last hundred years since its discovery in

1903. It is named after German mining engineer and chemist F. Heusler who discovered that fer-

romagnetic alloys form with non-magnetic elements [1]. Heusler alloys are ternary intermetallic

compounds with stoichiometric formula X2YZ known as “full-Heusler alloy”. The X and Y are

transition elements and Z is p block element. The Cu2MnSn was the first full-Heusler alloy dis-

covered by Heusler, which is ferromagnetic, even though its constituent elements are nonmagnetic.

The full-Heusler structure with chemical formula X2YZ consists of interpenetrating face cen-

tered cubic (FCC) sublattices with atoms X, Y and Z having Wyckoff positions 8c (1/4,1/4,1/4

and 1/4,1/4,3/4), 4a (0,0,0) and 4b (1/2,1/2,1/2), respectively which results in cubic L21 crystal

structure with crystal symmetry Fm3m as shown in fig. 1.1 [1–6].

Figure 1.1 Cubic L21 crystal structure of Heusler alloys.

The physical properties of full-Heusler alloys are strongly dependent on the arrangement of

the atoms. The disorder in the position modifies the properties. In the stoichiometric alloy from

fully ordered perfect cubic L21 structure, one can achieve 9 different disordered structures by

exchanging the atoms [7]. This type of disorder is referred to as “structural disorder”. Moreover,

when doped atoms substitute the other parent atoms, one has off-stoichiometric alloys, which is
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referred to as “chemical disorder”. Both types of disorder are required to explain the magnetic

properties of Heusler alloys [8].

Heusler alloys have various magnetic properties like antiferromagnetism, helimagnetism, Pauli

paramagnetism etc [9–12]. Mainly, they are considered to be ideal local moment systems [13–15]

and magnetic ground state is described by Heisenberg type hamiltonian H = −Σi̸= j
i, j Ji jSiS j [16].

In Mn based Heusler alloys (X2MnZ), the magnetic moment is mainly localized on Mn. The

localized character of the magnetization results from the exclusion of minority-spin electrons from

the Mn 3d states. Since, the Mn - Mn distance is ≥ 4 Å, there is no significant direct interaction

between the Mn atoms [14]. The Ruderman-Kittel-Kasuya-Yosida (RKKY) type indirect exchange

interaction gives rise to magnetism in these materials. When the interaction is mediated by the X

conduction electrons the alloy is ferromagnetic and if it is mediated by the Z conduction electrons,

it can have either sign depending on the position of the Fermi level in the Mn-Z p - d hybrid

states [13].

Heusler alloys are promising materials for contemporary research. The new class of off-

stoichiometric magnetic shape memory alloys, Ni-Mn-Z (Z = Ga, Sn, In, Sb) Heusler alloys ex-

hibit diverse physical properties such as magnetic shape memory effect, magnetocaloric effect,

magnetic superelasticity effect, magnetoresistance, and exchange bias effect [17–23]. These fas-

cinating properties make the alloys a potential candidate for applications in solid-state magnetic

refrigeration [19], magnetic actuators [24,25] and magnetic sensors [25] etc. This class of material

is very important for replacing present way of cooling with hazardous gases. These magnetic shape

memory alloys exhibit giant magnetocaloric effect, also, with applied pressure that are comparable

to present materials used for solid-state refrigeration [26]. Moreover, these alloys offer cost effec-

tive technology. Furthermore, the interest in shape memory alloys has been driven by the enormous

potential these materials represent in various fields ranging from medicine [27] to robotics [28] to

aeronautics [29]. Most of these novel properties are related to martensitic transformation. In

addition to their technological relevance, magnetic Heusler alloys are particularly interesting for

fundamental investigations to understand the interplay between their complex crystal structure and

magnetism.
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1.2 Martensitic transformation in Heusler alloy

The martensitic transformation is mainly first order magneto-structural phase transformation which

is shear-like displacive and diffusionless phase transformation. Both atomic shuffle and lattice dis-

tortive strain can be involved in displacive transitions. If the lattice-distortive displacement is large,

high elastic strain energies are involved to control the transition. The martensitic phase transforms

from an ordered phase, called “austenite”. The austenitic structure has higher symmetry than the

martensitic structure. This transformation occurs by nucleation and growth of martensitic phase

in the parent austenitic matrix (shown in fig. 1.2 (a)) accompanied by lattice distortion (for ex-

ample cubic to tetragonal distortion shown in fig. 1.2 (b)). This induces a large strain around

the martensitic phase boundary. Further progress of nucleation and growth requires reduction of

this strain energy. This can be achieved via “slip” and “twinning” (shown in fig. 1.2 (c) and (d))

which are called “lattice invariant strain” [30]. The process of minimization of the strain is called

strain accommodation. The differently oriented twinned structures are called twin variants. The

interface between twins is called twin boundary. Generally, the transformation requires that these

twin variants are accommodated to a habit plane as a lattice invariant interface maintaining the

geometrical relationship between the two crystal structures. The lattice mismatch is compensated

by twinning. A characteristic feature of martensitic transformations in Heusler alloys is the re-

versibility of various physical properties such as strain, magnetization, electrical conductivity etc.

under thermal cycling. Although, due to its first order nature of phase transformation it does not

trace the same path. So, hysteresis occurs during cooling and heating. The characteristic trans-

formation temperatures are called martensitic start (Ms), martensitic finish (M f ) (during cooling)

and austenitic start (As), austenitic finish (A f ) (during heating) temperatures. When the alloy is

cooled below M f , entire phase is composed of martensite variants and upon heating above A f ,

the austenite phase is reconstructed completely. This phenomena of recovery of structure is also

driven by stress, magnetic fields, electric fields etc.
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Figure 1.2 Schematic representation of (a) growth of martensitic phase in austenitic phase, (b)
change of structure, strain accommodation by (c) slip and (d) twinning.

1.3 Structural properties of Ni-Mn based Heusler alloy

1.3.1 Austenitic Phase

The high-temperature phase of Ni-Mn based Heusler alloys is austenitic phase. This phase has the

cubic L21 structure (Fm3m space group). The typical L21 structure is shown in fig. 1.1. This is

the most ordered structure. The structure is formed by melting the individual constituent elements

and rapid quenching of the melt. The L21 structure might be transformed via the fully disordered
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A2 phase having random occupation of every lattice site, or through the intermediate partially

ordered B2
′

phase [31], in which only the Mn and Z atoms occupy arbitrary positions, or directly

to the completely ordered body-centered cubic L21 phase [32, 33]. For example, in stoichiometric

Ni2MnGa, the B2
′

to L21 transition occurs at 1071 K. Above martensitic transition temperature

the alloy remains in the L21 phase. The typical X-ray diffraction pattern of Ni-Mn-Sn alloy in

austenitic phase is shown in fig. 1.3.

Figure 1.3 Room temperature X-ray diffraction pattern of Ni2Mn1.44Sn0.56 is fitted by Rietveld
refinement. The residue is difference between experiment and fit and taken from Ref. [34].

1.3.2 Martensitic Phase

Martensitic transition in Ni-Mn based Heusler alloys have attracted a lot of attention due to their

possible applications. Among these series of alloys, Ni2MnGa is a ferromagnetic Heusler alloy,

which is of recent interest because both the stoichiometric as well as off-stoichiometric Ni2+xMn1−xGa

and Ni2Mn1+yGa1−y exhibit martenstic transformation under cooling or applied stress or external

magnetic field. These alloys have a cubic L21 structure in the austenitic phase and exhibit a se-

quence of intermediate 6M (3-layered), 10M (5-layered), 14M (7-layered) modulated orthorhom-

bic or monoclinic martensite structures upon cooling below Ms with c/a < 1 and non-modulated

(NM) tetragonal structures (L10) with c/a > 1 [35–37]. The structure depends on the composition

variation as well as valence electron to atom ratio (e/a) of the alloy. The L21 structure generally

transforms to the L10 tetragonally distorted structure which can be realized through a Bain lattice
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Figure 1.4 Schematic representation of unit cell orientation in (a) austenite and (b) NM (L10)
structure and (c) 6M premartensite, (d) 10M martensite and (e) 14M martensite superstructures.
M and A correspond to the modulated martensite (or premartensite) and austenite, respectively.
The orientation of crystallographic axes has been chosen in such a way that cM, aM and bM are
parallel to [110], [110], and [001] directions, respectively of the cubic austenite unit cell and taken
from Ref. [45].

distortion [38] via different modulated structural phase sequences. The different phase sequences

have been reported in Ref [39–44]. In fig. 1.4 schematic representation of unit cell orientation

in austenite and NM (L10) structure and 6M premartensite, 10M martensite and 14M martensite

superstructures has been given [45]. However, in some cases austenite transforms to a mixture of

layered structures [46]. The experimental phase diagram of Ni2Mn1+yGa1−y is shown in fig. 1.5

which clarifies the phase sequence and dependence of e/a ratio on martensitic structure. These

modulated structures can be described either as stacking of close-packed (110) planes in a long

period or as the periodic shuffling of (110) planes along [110] direction. Depending upon this

stacking, the modulated structure can be commensurate or incommensurate [47–49]. An incom-

mensurate modulated structure is formed when the modulation vector (q) is an irrational number.
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The incommensurate phase transitions have been investigated both theoretically and experimen-

tally by Bak et al. [50]. It was proposed that an incommensurate phase might undergo transfor-

mation to several intermediate commensurate structures (the “lock-in” phases) as there are always

rational numbers close to an irrational number. However, the temperature variation of the modu-

lation vector reveals no evidence of such “lock-in” phases [51]. Till now two type of models have

been adopted to describe the twinned martensitic structures. The first model is based on the idea

of Martynov [52]. The cell is considered to be modulated by periodical shuffling of basal plane

(110) along [110] direction. The displacement of each plane from its ideal position is given by

Figure 1.5 Experimental phase diagram for Ni2Mn1+yGa1−y. Open circles represent Curie tem-
peratures in austenite (TA

C) and martensite (TM
C ). Filled circles indicate the martensitic transition

TM (fitted by the green line). Intermartensitic transition temperatures are shown with open (for-
ward) and filled (reverse transformation) squares (for 7M ↔ 7M + L10) and triangles (for 5M +
7M ↔ 5M + 7M + L10), respectively. New data points are plotted as red circles. The red line es-
timates the equilibrium intermartensitic transition boundary TIM: Below the line, phase fractions
of L10 are observed (green-colored area); above the line only 5M (red colored), a mixture of 5M
and 7M (red textured), or only 7M (green colored) is observed. It is taken from Ref. [41]. It is
important to mention that in literature sometimes 5M has been used instead of 10M and 7M has
been used instead of 14M.
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a function ∆i containing three harmonic terms, ∆i = Asin(2πi/L)+Bsin(4πi/L)+Csin(6πi/L),

where L is the modulation period [36, 52, 53]. The values of the constants A, B and C are adjusted

to fit the experimental relative diffraction intensities. In the second approach, the “nM” martensite

determines the displacement of (l10) planes of the martensitic lattice with a zigzag-like stacking

fault, nomenclatured as (ab)x, indicating “a” consecutive layers shifted towards a specific direc-

tion, with the “b” remaining layers shifting in the opposite direction; the subscript “x” refers to the

number of blocks contained in the unit cell. The 14M structure is composed of five lattice planes

stacked in one orientation and two planes in the other orientation. This stacking sequence is re-

peated twice to fulfill the atomic ordering. This is denoted as (52)2 [36,54–56]. Similarly, the 10M

structure can be considered as as (32)2 [57]. These nanotwin descriptions are based on the theory

of adaptive martensite [58], where modulated structures are constructed by the accommodation of

the geometrical mismatch at the interface between austenite and martensite.

The modulated martensitic structures have also been observed in off-stoichiometric Ni-Mn-Sn

and Ni-Mn-In systems [59–63]. Sutou et al. [64] observed 4O martensite in melt-spun Ni50Mn37.5Sn12.5.

Moreover, Brown et al. [65] indicated 4-fold modulated orthorhombic (4O) martensitic structure

for Ni50Mn36Sn14. Krenke et al. [59] reported that the martensitic structure in bulk Ni0.50Mn0.50−xSnx

can be 10M (orthorhombic), 14M (monoclinic) and L10 (unmodulated double tetragonal), depend-

ing on the Sn content. Sometimes, 10M (orthorhombic) can also be referred as 10O [66], ‘O’

corresponds to orthorhombic structure. The structure of the martensite also depends on manu-

facturing conditions. Santos et al. [67, 68] observed a seven-layered orthorhombic martensite in

Ni50Mn37Sn13 produced by the melt-spinning rapid solidification technique, whereas Muthu et

al. [69, 70] observed a four-layered orthorhombic (4O) martensite in the conventional arc-melted

bulk Ni50Mn37Sn13.
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1.4 Magnetic properties of Ni-Mn based Heusler alloy

1.4.1 Magnetic moment and thermomagnetization

The structural transition in martensitic transformation of Heusler alloys are accompanied by mag-

netic transitions also. Most of the Ni-Mn-Ga alloys have ferromagnetic ground state in the marten-

sitic phase, while Ni-Mn-Z (Z = Sn, In, Sb) systems have mixed (ferro/anti-ferro) magnetic state

in both the aunstenite and martensite phase [24, 71–73]. The large decrease in the magnetization

upon the martensitic transition confirms the enhancement of anti-ferromagnetic coupling between

the Mn atoms at Mn site (Mn1) and Mn atom at Z site (Mn2) in off-stoichiometric alloys. The

occurrence of exchange bias [73–75] and reentrant spin glass [76] like behaviour are reported in

the martensitic phase, which also supports the presence of anti-ferromagnetic coupling.

Figure 1.6 Concentration dependence of the total magnetic moment per formula unit
(f.u.), µm, at 5 K for the Ni2Mn1+xSn1−x [77] and the Ni2Mn1+xIn1−x [78]. The solid line
in the figure is the curve calculated using the simple model indicated in the Ref. [77]. A
and M represent the austenitic phase and martensitic phase, respectively.

Kanomata et al. [77, 78] found that the magnetic moments per formula unit (µm) at 5 K for

Ni2Mn1+xSn1−x and Ni2Mn1+xIn1−x estimated from the spontaneous magnetization can be plotted

as a function of doping concentration (x) as shown in figs. 1.6(a) and (b), respectively. In both the

cases, it is seen that the values of the magnetic moment of the samples in the martensitic phase

region are relatively smaller than those in the austenitic phase region. It is very interesting to note
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that the magnetic moment in the austenitic phase region linearly decreases with increasing x in

the Ni-Mn-Sn system, while that increasing in the Ni-Mn-In system. The magnetic moment in the

martensitic phase region decreases with x in both systems.

It should also be noted that the magnetic moments of the stoichiometric Ni2MnSn and Ni2MnIn

(x = 0) alloys are almost 4 µB/formula-unit. Kanomata et al. have suggested that while the neigh-

boring Mn atoms at the Mn sites are ferromagnetically coupled in the both cases, the magnetic

coupling between the neighboring Mn atoms at the different sites, namely, the Mn at the Z sites, of

the Ni-Mn-Sn alloys is certainly different from that of the Ni-Mn-In alloys. The Mn atoms substi-

tuted at the In sites in Ni2Mn1+xIn1−x alloys are ferromagnetically coupled to the Mn atoms at the

Mn sites [61], whereas the magnetic moment of the Mn atoms on the Sn sites in Ni2Mn1+xSn1−x

alloys are antiferromagnetically coupled to the Mn atoms on the Mn sites [59]. From the dras-

tic change in the magnetic moment induced by the martensitic transformation, it is clear that the

magnetic properties of these alloys are strongly affected by the lattice distortion and the atomic

distances between the neighboring atoms.

The Ni-Mn-Z alloys exhibit a number of features in thermomagnetization (M(T)) behaviour

during lowering of temperature under zero-field-cooled-heating (ZFC), field-cooled (FC) and field-

heating (FH) process. The fig. 1.7 shows that in FC sequence magnetic moment of Ni-Mn-Z in-

creases at austenitic Curie temperature (TA
C) with decreasing temperature from high-temperature

paramagnetic austenitic phase. Due to further lowering of the temperature, the drop in M(T) below

Ms is a feature that is found in all Ni-Mn-Z alloys when measured in low external fields. This

feature arises due to loss of ferromagnetic ordering between Mn atoms at Ms for martensitic trans-

formation and the transformation finishes at M f . At a lower temperature, magnetic moment again

increases with decreasing temperature at martensitic Curie temperature (TM
C ) due to ferromagnetic

ordering in martensitic phase. Similar to the martensite transformation, the reverse transformation

occurs on heating at As and finishes at A f in ZFC and FH sequence. The splitting between the

ZFC and the FC or the FH magnetization curve is due to the presence of inhomogeneous phase

below TM
C , which arises from antiferromagnetic components that pin the ferromagnetic matrix [76].

However, at low temperatures Ni-Mn-Ga shows some differences. Here thermomagnetization
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Figure 1.7 Thermo-magnetization behaviour of (a) Ni-Mn-In and (b) Ni-Mn-Ga at low
magnetic field H = 50 Oe, (c) Ni-Mn-Z (Z : Ga, In, Sn, Sb) at high magnetic field H = 50
kOe. It is taken from Ref. [79]. Ms = martensitic start temperature, M f = martensitic
finish temperature, As = austenitic start temperature, A f = austenitic finish temperature,
TA

C = austenitic Curie temperature, TM
C = martensitic Curie temperature.

curve is flat contrast to Ni-Mn-In. This is because both the twin boundary mobility and the mag-

netocrystalline anisotropy are higher in the martensitic phase of Ni-Mn-Ga. Consequently, even in

such small applied magnetic field, the variants are easily aligned along their easy axis giving rise

to finite magnetic moment at low temperatures.

Moreover, when M(T) is measured in high magnetic field, as shown in fig. 1.7(c), the drop in

magnetization around martensitic transition temperature remains pronounced for Ni-Mn-Z (Z : Sn,

In, Sb) except in the case of Ni-Mn-Ga, where a small increase in magnetic moment is found on

decreasing temperature [79].

1.4.2 Magnetic field induced phase transition and inverse magnetocaloric

effect

Most of the novel properties of Heusler alloys are caused by this magneto-structural martensitic

transformation. One of the interesting properties exhibited by the Heusler alloys is shape memory
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effect due to temperature variation. Furthermore, this can also be tuned by external magnetic field

giving rise to magnetic shape memory effect. This is faster and more efficient than that driven by

temperature or stress. Due to large entropy change around this martensitic transition, Ni-Mn-Ga

gives rise to giant magnetocaloric effect [80, 81], which has significant technological application

in magnetic refrigeration [82].

There is a significant difference between Ni-Mn-Ga and Ni-Mn-Z ( Z = Sn, In) alloys in the

magneto-structural transformation process under applied magnetic field. As opposed to the case

in Ni-Mn-Ga, where the saturation magnetization in the martensite phase is higher than that in

L21 austenite phase, in Ni-Mn-Sn and Ni-Mn-In, the saturation magnetization in the martensite

phase is lower than in the L21 austenite phase [23, 59, 61, 79, 83, 84]. In Ni-Mn-Ga alloys the

twinning stress associated with the martensitic phase is low, allowing easy displacement of the twin

(variant) boundaries. For this alloy, the magnetocrystalline anisotropy energy (MAE) of magnetic

field-favored martensite variant is larger than the energy required for twin boundary motion, then

that variant will grow at the expense of others, resulting in a field-induced macroscopic shape

change [83, 85, 86]. In addition to the MAE, the Zeeman energy (ZE) plays an important role in

magnetic field-induced phase transformation. For Ni-Mn-Sn alloys, ZE is the magnetic energy

responsible for field induced phase transition as it is higher than the MAE [24, 87].

To understand how Zeeman energy plays important role in magnetic field-induced phase trans-

formation we have to consider the Gibbs free energy difference between the parent (austenite) and

product (martensite) phases during martensitic transformation under applied magnetic field and

can be expressed as:

∆GA→M
total = ∆GA→M

ch −∆GA→M
el +∆Eirr +∆GA→M

mag −∆GA→M
MAE (1.1)

where A and M represent the austenitic and martensitic phase. ∆GA→M
total is the total Gibbs free

energy difference that needs to be less than zero to trigger the transformation. The ∆GA→M
ch is the

chemical free energy difference between martensitic phase and austenitic phase. The ∆GA→M
el is

the stored elastic energy due to transformation which leads to a broadening of the transition and

∆Eirr is the dissipation energy due to defect and dislocation and frictional energy spent due to the
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movement of variants, which corresponds to energy dissipation and hysteresis. The ∆GA→M
mag is the

ZE difference which can be expressed as

∆GA→M
mag = H.MS

austenite −H.MS
martensite (1.2)

where H is the externally applied magnetic field and MS is the saturation magnetization. The

∆GA→M
MAE is the difference between the magnetocrystalline anisotropy energies of austenite and

martensite phases and can be expressed as

∆GA→M
MAE = (Ku sinθ)austenite − (Ku sinθ)martensite (1.3)

where Ku represents the MAE and θ is the angle between the applied field direction and the

easy axis of magnetization of phase domain. The magnetoelastic effects (∆GA→M
el ) can be taken

into account, however, they are usually negligible as compared to ∆GA→M
mag and ∆GA→M

MAE . The

∆GA→M
el and ∆Eirr are related to mechanical energy [24]. Moreover, austenitic to martensitic

transformation happens under conditions of local equilibrium. This equilibrium is defined by the

balance of chemical, elastic and irreversible (dissipative) energy terms at the interface between

martensitic phase and austenitic phase [88].

∆GA→M
ch −∆GA→M

el +∆Eirr = 0 (1.4)

The net effect of the magnetic field depends on whether ∆ GA→M
mag −∆GA→M

MAE term is positive or

negative. If it is positive then the parent phase is more stable under a magnetic field, in other words,

a magnetic field can be used to trigger the martensite to austenitic phase transformation [24].

For Ni-Mn-Ga alloys the magnetic entropy change ∆S associated with the structural transfor-

mation can be very large but usually occurs in a very narrow temperature range. This is clear from

the following expression: the transformation temperature change (∆T) induced by magnetic field

change (∆B) is approximately given by the Clausius-Clapeyron relation [89]:

∆B
∆T

=
∆S
∆M

⇒ ∆T ≈
(

∆M
∆S

)
∆B (1.5)
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where T is the absolute temperature, B is the applied magnetic field, and ∆M and ∆S are the

differences in magnetization and entropy between austenitic phase and martensitic phase, respec-

tively. In most cases both phases show ferromagnetic nature across the structural transformation.

The change of the saturated magnetization upon phase transition is small and thus the resultant Zee-

man energy ∆M.B is not large enough to drive the structural transformation. In Ni-Mn-Sn alloys

a strong change of magnetization in martensitic phase due to excess Mn results in a large Zeeman

energy ∆M.B. The enhanced Zeeman energy drives the structural transformation and causes a field

induced metamagnetic behavior from the martensitic phase to the parent phase [87].

Moreover, for samples with compositions close to Ni2MnZ (Z = Ga, Sn) stoichiometry an in-

verse MCE has been reported. This is found in Ni2Mn1+xSn1−xalloys with compositions lying in

the narrow range 0.40 ≤ x ≤ 0.48, for which an inverse MCE is observed that is at least three times

larger than Ni2MnGa [19]. This is an extrinsic effect arising from the coupling at the mesoscale

between the martensitic and magnetic domains. Applying a magnetic field adiabatically, rather

than removing it as in ordinary MCE, causes the sample to cool. This is very important for room

temperature refrigeration as an environment-friendly alternative to conventional vapor-cycle re-

frigeration. This has prompted intensive research in this field.

1.4.3 Negative magnetoresistance

Ni2MnGa also exhibits negative magnetoresistance (MR) [90, 91]. Biswas et al. [90] studied the

MR of the bulk Ni2MnGa for austenitic, premartensitic and martensitic phases. The 5% negative

MR was reported at 300 K and 8 Tesla for Ni2.1Mn0.9Ga. Banik et al. [92] showed that MR

exhibits a monotonic increase in magnitude from 0.2% to 7.3% at 8 Tesla, as doping concentration

(x) increases from 0.0 (Ni2MnGa) to 0.35 (Ni2.35Mn0.66Ga0.98). Negative MR for magnetic metals

has been explained on the basis of s-d scattering model where s conduction electrons are scattered

by localized d spins on the magnetic ions [93, 94].

Interestingly, off-stoichiometric Ni2Mn1+xSn1−x alloys have also attracted recent research in-

terest due to large negative MR during martensitic transformation. Koyama et al. [95] obtained
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large MR about 50 % for Ni2Mn1+xSn1−x (x = 0.44) with extremely high magnetic field (∼ 17

Tesla) at 150 K. Recently Singh et al. [34] studied the MR properties of Ni-Mn-Sn (0.40 ≤ x ≤

0.52) both below and above martensitic transition region and described the origin. Maximum -36

% MR at 170 K (vicinity of martensitic transition) has been achieved for x = 0.40 with 7 Tesla mag-

netic field. The origin has been discussed as a combined effect of mainly magnetic field induced

reverse phase transition and disorder related residual resistivity. In austenitic phase the negative

MR is due to s-d scattering. Below martensitic transition temperature at 150 K the MR arises due

to opposition of rotation of magnetic spin within inhomogeneous ferromagnetic-antiferromagnetic

mixed magnetic phase. At low temperature at 5 K, scattering of conduction electrons from local-

ized Mn2 d-states gives rise to negative MR.

Moreover, Yu et al. [96] has reported that MR varies with In concentration in Ni-Mn-In and

reaches a peak value of about −80% for the sample with x = 0.36 at ≈ 100 K with 6 Tesla magnetic

field. The kinetic arrest of austenitic phase causes large MR [97]. Recently, Singh et al. [98]

obtained large MR (∼ −81%) for x = 0.36 in field-cooled process with 7 Tesla magnetic field at

115 K. Almost −79% and −3% MR have been obtained at 5 K in field-cooled and zero-field-

cooled-heating process with 7 Tesla magnetic field. This large difference in MR is not possible to

obtain in Ni-Mn-Sn because at 5 K the MR is similar to that for austenitic phase [34]. This makes

Ni-Mn-In system more flexible for potential application with magnetic field.

1.4.4 Zero-field-cooled exchange bias effect

Another interesting property Heusler alloys show is the exchange bias effect. When materials

with ferromagnetic(FM)-antiferromagnetic(AFM), FM-spin glass (SG), AFM-ferrimagnetic (FI),

and FM-FI interfaces are cooled with magnetic field through a ordering temperature (TNF) [99] of

nonferromagnetic phase (AFM, SG, or ferrimagnet) which is lower than the ferromagnetic Curie

temperature (TC) , an exchange anisotropy is induced at the interfaces [100–104]. This exchange

anisotropy created at the interface between FM and non-FM phase is called exchange bias effect.

It is important to note that the ordering temperature in the case of FM-AFM interface is termed as
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“Néel temperature” (TN). Experimentally exchange bias effect is realized as shift of the magnetic

hysteresis loop generally in the opposite (“negative”) direction to the cooling field [105]. The

schematic representation of the spin configuration of an FM-AFM bilayer at different stages of an

exchange biased hysteresis loop has been shown in fig. 1.8. When a magnetic field (H) is applied

Figure 1.8 Schematic diagram of the spin configuration of an FM-AFM bilayer at differ-
ent states of an exchange biased hysteresis loop [105].

in the temperature range TN < T < TC, the FM spins are aligned along the applied magnetic

field. However, the AFM spins are randomly oriented. When cooling to T< TN, the AFM spins

are aligned ferromagnetically at the interface due to ferromagnetic interaction with the FM spins.
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Other spins in the AFM bulk maintain their AFM order. When the magnetic field is reversed, the

FM spins start to rotate in the negative magnetic field direction. But the AFM spins’ orientations

remain unchanged due to sufficiently large AFM anisotropy. Consequently, the AFM spins at the

interface oppose the FM spins to be rotated along the negative magnetic field direction. Thus an

extra magnetic field is needed to reverse completely the FM layer overcoming the microscopic

torque. Therefore, the hysteresis loop is shifted in the field axis. This exchange bias effect is

ascribed to FM unidirectional anisotropy formed at the interface between different magnetic phases

in the process of field cooling (FC) and it is named as conventional exchange bias effect.

An unusual exchange bias effect under zero-field-cooling (ZFC) has also been obtained in many

off-stoichiometric Ni-Mn-Z (Z = In and Sn) [106, 107], Ni2Mn1.4Ga0.6 [108], Ni50Mn36Co4Sn10

[109] Heusler alloys with martensitic transition. In off-stoichiometric Ni-Mn-Ga alloys, the ZFC-

EB effect is believed to be due to irreversible growth of FM domains that change from non-

percolating to percolating state and, consequently, forms the unidirectional anisotropy at the in-

terface [108]. In Ni50Mn36Co4Sn10 Heusler alloy, the enhancement of AFM induces a strong in-

teraction with superferromagnetic (SFM), super spin glass (SSG), and superparamagnetic (SPM)

domains resulting in ZFC-EB effect [109]. In Ni-Mn-Z (Z = In, Sn) alloys the occurrence of

ZFC-EB effect is attributed to the SFM unidirectional anisotropy below the blocking temperature

(TB). The exchange bias effect has been explored extensively due to its various applications in

spintronics, magnetic recording and sensors devices.

1.5 Motivation to investigate Heusler alloy

The above discussions on structural and magnetic properties of Ni-Mn-Z alloys reveals that these

compounds have tremendous research interest. However, despite a couple of decades of intense

research on the martensitic structure, the structure is still debatable. We wish to revisit the marten-

sitic structure of one of the Ni-Mn-Z alloys, such as, Ni-Mn-Sn in more details and want to find out

the magnetic and structural relationship to explain some magnetic properties, e.g. , exchange bias

effect. The probable origin is argued to be purely magnetic and does not originate from structural
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modifications in martensitic phase [107]. However, it is important to mention that the magnetic

behavior influences the crystal structure causing the martensitic transition in Ni-Mn based Heusler

alloys. For example, in Ni2Mn1+xSn1−x as x is increased, the magnetic exchange interactions be-

tween Mn2 and the neighboring Mn1 lead to substantial deviation from d5 character on Mn1 in

cubic austenitic structure. This then allows for energy gain from Mn1-Ni hybridization. So the Ni

atom moves towards both Mn1 and Mn2 and this is achieved by moving along the resultant force

which is along a lattice parameter in the cubic structure. Thus, the magnetic state of the Mn atom

causes the martensitic structural transition [110]. This implies that the magnetic state and crystal

structure are coupled to each other. Thus it requires a detailed insight into the crystal structure

of Ni-Mn-Sn Heusler alloys and careful analysis to check whether the crystal structure influences

the magnetic behavior even below martensitic finish temperature ( M f ). Furthermore, fundamental

questions regarding the energetics of twin boundary motion in relation to local atomic structure,

chemical composition, magnetic state and magnetic anisotropy as well as the electronic structure

have still to be worked out.

To get a flavour of the theoretical density functional calculation, some theoretical results of

Heusler alloys have been discussed and have prepared a ground for the importance of the theoreti-

cal calculations. At first a detailed theoretical calculation of Heusler alloys had been performed by

Ayuela et al. [111]. Ni2MnZ (Z : Al, Ga, Sn) are studied by means of the full-potential linearized

augmented-plane-wave (FLAPW) method, using a non-local approximation for the exchange and

correlation potential. Carrying out an optimization of the lattice parameter of the austenitic phase

of different alloys reveals that the equilibrium lattice constants are in good agreement with exper-

imental data. Furthermore, the possibility of martensitic transformations was studied by making

tetragonal and orthorhombic distortions to the cubic L21 structure with the volume fixed to the

equilibrium value. The total energy difference relative to that of the L21 phase as a function of the

axial ratio c/a in the martensitic phase has been discussed. The cubic structure is found to be sta-

ble only in Mn alloys, except for Ni2MnGa. In addition, there is another metastable minimum for

Ni2MnAl at c/a = 1.22 with a higher energy, so the temperature-driven martensitic transformation

is not possible. To understand in more detail the effects of the distortions in the band energy, the
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electronic density of states has been studied as a function of c/a. For c/a ̸= 1 the minority-spin

electron states just below the Fermi level are split because of the lower crystal symmetry. When

c/a > 1, the split peaks cross the Fermi level, lowering the band energy. For c/a < 1, the lower

part of the split peak increases, so the density of states at the Fermi level diminishes, and the en-

ergy does not decrease as much as in the c/a > 1 case. In Ni2MnGa the split peak is very near the

Fermi level, while in Ni2MnSn the peak does not cross the Fermi level for very small deformations

because of the large number of electrons added by the Sn. Simultaneously many groups [112–122]

also have done theoretical calculation of Ni-Mn-Z alloys using different formalisms of density

functional theory (DFT) and detailed discussions of martensitic transition and how magnetic prop-

erties of those alloys changes with structural transition. Most interestingly, the reason behind the

martensitic phase transformation has been tried to explain by all the groups. Different models for

the origin of structural instability have been adopted.

Most of the theoretical explanations concerning the underlying mechanism of martensitic phase

transition are phenomenological studies based on the free energy expansion [123–126]. Few first-

principles calculations, especially on Ni-Mn-Ga systems have provided the interpretations on the

origin of martensitic phase transition, such as a band Jahn-Teller distortion [113, 127] and Fermi

surface nesting [114]. Fermi surface nesting gives rise to instability and results in a soft phonon in

cubic unit cell. A lattice vibrational mode with a specific wave vector can be excited at a very low

energy, which allows modulation along a particular direction.

In band Jahn-Teller mechanism model, the lattice distortion breaks the degeneracy of the d

bands of Ni-Mn based alloys in the vicinity of the Fermi level, allowing a repopulation of electrons

in the lower energy bands. A signature of the band Jahn-Teller effect is splitting of Ni 3d elec-

tron density of states feature exactly at the Fermi energy into two features below and above Fermi

energy resulting in a lowering of total energy [113]. Although Ni has a 3d84s2 ground state con-

figuration, in bulk Ni, as well as Ni clusters, it possess 3d94s1 configuration [128]. Ni 3d minority

spin channel is partially filled. Thus, this electron configuration is energetically not favored and

energy can be gained by a distortion of Ni octahedral environment by both an elongation in one

direction and a compression along other directions. The band Jahn-Teller mechanism involves the
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splitting of energy subbands which are degenerate in the ordered cubic phase, with the electrons

redistributed among the energy levels so as to lower the free energy. This does not require a large

density of states at the Fermi level, i.e., the system to be highly localized. Moreover, in this model

there is a modification of the energy band-width depending on the overlap of the electron orbitals

in different directions. The energy bands become narrow due to orbitals overlap in the direction of

crystal elongation and broad for overlap of orbitals in the direction of contraction. For example,

because of c/a < 1 in the martensitic phase of Ni2MnGa, the energy bands associated with orbitals

directed along c will be broader than those associated with orbitals in the a−b plane. More specif-

ically, the 3d3z2−r2 energy band will be broadened and the 3dx2−y2 will be narrowed. Brown et

al. explained by neutron scattering experiments that the transition from the cubic to the tetragonal

phase is accompanied by a transfer of magnetic moment from Mn to Ni [127]. However, Barman

et al. [129] explains, although splitting occurs, the split features stay below Fermi energy. So, the

stabilization of the martensitic phase cannot be described purely in terms of the band Jahn-Teller

effect for Ni2MnGa. The experimental ultraviolet photoelectron spectroscopy (UPS) of valence

band spectra by Opeil et al. [114] shows the redistributions of the UPS intensity corresponding to

the onset of the pre-martensitic transition and martensitic transition, respectively. The martensitic

transition corresponds to Fermi surface nesting which involves redistribution between the two spin

channels. However, till date the origin of martensitic transition for off-stoichiometric Ni-Mn-Z (Z

: Sn and In) has been understood as Jahn-Teller distortion [112, 130, 131].

Moreover, in regard to the origin of formation modulated structure, there are some controver-

sies. Two different models, adaptive phase model and soft phonon mode based displacive mod-

ulation model, have been adopted for the origin of modulation in Ni2MnGa. In adaptive phase

model, thermodynamically stable L10 type NM tetragonal unit cell structure is the basic building

block. The 14M superlattice modulated structure is formed by periodic nanotwinning of tetrag-

onal unit cell in two opposite directions to minimize the elastic strain energy at austenite and

martensite phase boundary by decreasing the variant size to only few atomic layers. This mi-

crostructure is described as an adaptive martensite phase, adopted by Khachaturyan et al. [58].

The adaptive phase forms in such a way that the habit plane separating austenite and adaptive
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martensite is an exact interface. This 14M modulated structure is metastable because this phase

has excess energy than NM tetragonal phase due to microstructural defect. While, in the case of

a transformation from 14M to NM, the twin boundary energy plays important role at very low

temperature. However, during a transition from 14M to NM the crystal symmetry increases from

orthorhombic or monoclinic to tetragonal, while in usual martensitic transition the symmetry is

reduced in the low-temperature phase. This inconsistency in phase transition sequence can be ex-

plained considering that 14M-NM transition is not a usual phase transformation but only a change

of the martensitic microstructure [57]. In the soft phonon model, the origin of modulation in the

premartensite phase has been related to a TA2 soft acoustic phonon mode of the austenite phase

at q ∼ (1/3 1/3 0) [132–138]. The incommensurate nature of modulation with nonuniform atomic

displacements favors the soft phonon mode mechanism, in contrast to adaptive phase model which

explains uniform atomic displacement with commensurate modulation. Singh et al. [51] suggested

the incommensurate 14M modulated phase is the ground state of Ni2MnGa, not the Bain distorted

tetragonal L10 phase confirming the applicability of soft phonon model over adaptive phase model

for the origin of modulation. Moreover, the formation of charge density wave [139] reveals the

electronic origin of modulation [140].

Thus there are still controversies about the origin of martensitic transformation. In this work

the electronic structure of Ni2MnGa for both non-modulated and modulated structure have been

discussed to understand the nature of Jahn-Teller mechanism. Moreover, it has been pointed out

that the stoichiometric Ni2MnZ (Z : Sn, In) does not undergo any structural transformation in

contrast to Ni2MnGa. This suggests that an important role is played by the Z element in inducing

the martensitic transformation. However, the detailed mechanism is still not been discussed in

the literature. The reason, why Ni2MnGa is so different from Ni2MnZ (Z : Sn, In), is needed

to be found out. Interestingly, off-stoichiometric Ni2Mn1+xZ1−x (Z : Sn, In) undergo martensitic

transformation. Although the reason of the martensitic transformation has been also related to Jahn

Teller effect, the detailed change in orbital energies has not been elucidated. In this work, the trend

of doped Mn occupancy in Ni2Mn1+xSn1−x has been discussed which was not investigated till now.

Another interesting aspect about martensitic structure is that experimentally investigated structure
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is orthorhombic in nature. However, till now in literature tetragonal structure has been realized

by density functional theory. Here we have tried to give a satisfactory explanation how one can

obtain orthorhombic structure in theoretical calculation. The origin for structural transformation of

Ni2Mn1+xZ1−x (Z : Sn and In) has been discussed in more detail. Other interesting Heusler alloys

are Co doped Ni-Mn-Z (Z : Sn, In). The substitution of Co in these alloys enhances the Curie

temperature and magnetization compared to Ni-Mn-Z. Considering Ni-Mn-Sn, Ni-Co-Mn-In etc.,

the site preference and distribution tendency of doped atom have been discussed. This helps in

understanding structural and magnetic properties of the system.

1.6 Outline of thesis

This thesis focuses on the origin of the martensitic transformation in Ni-Mn based Heusler alloys.

The structural, magnetic, and electronic structure of Ni-Mn-Ga, Ni-Mn-Sn, Ni-Mn-In and Ni-Co-

Mn-In Heusler alloy systems are examined by ab-initio density functional theory implemented

in Vienna ab-initio simulation package (VASP). Moreover, the experimentally obtained crystal

structure of Ni2Mn1+xSn1−x (x = 0.40, 0.44, 0.48 and 0.52) has been discussed to understand the

effect of crystal structure on magnetic properties.

Chapter 2 describes the fundamental developments of ab-initio density functional theory to

the study electronic properties of material and importance of Wannier function to describe the

band structure of any compound. This chapter also describes theoretical aspects of various instru-

ments and methods used for study of structural and magnetic properties. Starting from the sample

preparation by arc melting technique, differential scanning calorimetry (DSC) to obtain the tran-

sition temperatures and X-ray diffraction (XRD) method for the crystal structure determination,

are discussed. The superconducting quantum interference device (SQUID) for susceptibility mea-

surement is also discussed. The theory of photoelectron spectroscopy and schematic experimental

setup of ultra violet photoelectron spectroscopy (UPS) measurement are briefly discussed.

Chapter 3 talks about the origin of band Jahn Teller effect which drives the martensitic transi-

tion martensitic transformation in Ni2MnGa which is the only member in the Ni-Mn based alloys
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in which the martensitic transformation takes place for the stoichiometric composition.

Chapter 4 describes the microscopic mechanism operative for driving the martensitic trans-

formation in Ni2Mn1+xSn1−x. Moreover, the site occupation of the atoms is one of the important

issues to understand the alloying effect on the properties. This chapter investigates the site config-

uration preference of substituted Mn at Sn sites in the austenitic phase and its role in martensitic

phase transition.

Chapter 5 discusses the temperature dependent crystal structure analysis in martensitic phase

of Ni2Mn1+xSn1−x (x = 0.40, 0.44, 0.48 and 0.52) magnetic shape memory alloy obtained by

synchrotron X-ray diffraction to understand the effect of crystal structures on magnetic behavior

and electronic structure.

In Chapter 6 the underlying mechanism of martensitic transformation of Ni2Mn1+xIn1−x has

been discussed in detail. Moreover, Co doped Ni-Mn-In system is studied because the substitution

of Co in these alloys enhances both the Curie temperature and the magnetization in austenitic phase

which lead to giant inverse magnetocaloric effect, giant magnetoresistance etc. due to structural

transformation. When Co is doped in Ni-Mn-In, the fundamental question arises about its site

preference and distribution tendency, which helps in understanding the enhanced Curie temperature

and magnetization of the system.

Chapter 7 describes the summary of the thesis in a nut shell.

Appendix A deals with role of Coulomb interaction (U) of 3d electrons of Mn and Ni atom

in the properties of Ni2Mn1+xSn1−x (x = 0 and 0.50) using Generalized Gradient Approximation

(GGA) exchange functional with and without U. The obtained lattice parameter, magnetic moment

and electronic structure are compared with the experimental results for both stoichiometric (x = 0)

and off-stoichiometric (x = 0.50) compositions.
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2.1 Theoretical methods

2.1.1 Introduction

Density-functional theory (DFT) becomes one of the most popular and successful ab-initio quan-

tum mechanical approaches to the study of solid state physics since 1970s. Interfacing with high

performance computer this theory provides a simple and powerful way for calculating the ground-

state properties of interacting systems. It has tremendous applications for calculating the band

structure and density of states of electrons in solids. In particular, it has been exceptionally suc-

cessful in explaining the structural and magnetic properties of transition metals and their alloys.

Conventional methods in electronic structure calculations, like Hartree-Fock theory and vari-

ational approaches are based on the complicated many-electron Schrödinger wavefunctions. The

main idea of DFT is to deal with the electronic density (ρ(r)) as the fundamental quantity instead of

many-electron wavefunctions. The advantage of use of ρ(r) is that it has only three variables which

are the position co-ordinates while many-electron wavefunction has 3N (N, number of electrons).

Considering other degrees of freedom, such as spin, the number of variables will be changed ac-

cordingly. Consequently, many-body wave-equations can be treated as single particle Hartree-type

equations in terms of electron density, which experiences an effective potential.

2.1.2 Born-Oppenheimer Approximation

The simplification of the many body Hamiltonian can be carried out on the basis of Born-Oppenheimer

approximation. Due to heavier masses of nuclei than electrons, it is reasonable to assume that the

nuclei move very slowly with respect to the electrons. This implies that one can consider the elec-

trons as moving in the field of fixed nuclei. As a result of this, the kinetic energy terms associated

with the nuclei and their potential energy can be ignored from total many body Hamiltonian. Thus,
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the electronic part of the Schrödinger equation can be written as

ĤelectronΨelectron (r1,r2,r3 · · · ·rN) =

[
− h̄2

2m

N

∑
i

∇2
i +

N

∑
i

V (ri)+
N

∑
i̸= j

U
(
ri,rj

)]
Ψelectron (r1,r2,r3 · · · ·rN)

=
[
T̂ +V̂ext +Ûee

]
Ψelectron (r1,r2,r3 · · · ·rN)

(2.1)

where Ψelectron (r1,r2,r3 · · · ·rN) is the wave function of stationary electronic state, N is the number

of electrons and Uee is the electron-electron interaction. Vext varies from system to system. Tra-

ditional analysis of this many-electron equation is cumbersome and involves huge computational

effort. DFT provides a way to systematically map the many-electron problem onto a single-electron

problem considering the fundamental variable the electron density ρ (r) which has the form

ρ (r) = ⟨Ψ|
N

∑
i

δ (r− ri) |Ψ⟩

= N
∫

d3r2 · · · ·
∫

d3rN |Ψelectron (r,r2,r3 · · · ·rN) |2

(2.2)

2.1.3 Thomas-Fermi model

The most simplified DFT is mainly based on the Thomas-Fermi model [1], which was formulated

by L. H. Thomas and E. Fermi in 1927, just after Schrödinger proposed his quantum-mechanical

wave equation. In this model electrons in an atom are approximated to move independently in an

effective potential (veff(r)), to describe the electron density (ρ(r)) and ground state energy (E(N)),

for a large number of electrons N [2].

veff(r) = vext(r)+
∫ ρ(r′)

|r− r′|
d3r (2.3)

Although this was an important consideration, the Thomas-Fermi equation’s validity is limited be-

cause it neglects exchange and correlation effects. Later Palskett modified Thomas-Fermi formula

which is similar to Von Weizsäcker [3].
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Later in 1964, Hohenberg and Kohn formulated a theory of density functional mainly motivated

by Thomas-Fermi theory and established the relation between the electron density ρ(r) and the

many-electron Schrödinger wave equation [4].

2.1.4 Hohenberg-Kohn theorems

The first Hohenberg-Kohn theorem states that,

The ground state density ρ0(r) of the interacting electrons in some external potential vext(r)

determines this potential uniquely and hence the ground state energy.

E0 = E[ρ0] = ⟨Ψ0|T̂ +V̂ext +Ûee|Ψ0⟩ (2.4)

where Ψ0 = Ψ[ρ0]. The external potential ⟨Ψ0|V̂ext|Ψ0⟩=Vext[ρ0] =
∫

vext(r)ρ0(r)d3r.

The functionals T [ρ0] and Uee[ρ0] are called universal functionals while Vext[ρ0] is not universal

and depends on the system under consideration.

The second Hohenberg-Kohn theorem provides a variational principle,

For any given density ρ(r) associated to an N electron system with external potential vext(r)

the minimum of the energy functional is obtained with the ground state density.

E0 ≤ E[ρ ] = T [ρ]+Vext[ρ]+Uee[ρ] (2.5)

The ground state can be obtained by minimizing the functional E[ρ] with respect to ρ(r). A

successful minimization of the energy functional will provide the ground state density ρ0(r) and

thus all other ground state properties of interest.

2.1.5 Kohn-Sham equations

Based on the second theorem of Hohenberg and Kohn, in 1965 Kohn and Sham showed that the

variational problem of minimizing the energy functional can be solved by applying the Lagrangian

method of undetermined multipliers subject to the condition of constant number of electrons N =∫
ρ(r)d3r [5]. Kohn and Sham’s intuition was to find out a one-particle equation with effective
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potentials within the framework of the DFT. In order to proceed one has to write the total energy

functional E[ρ] as,

E [ρ ] = T [ρ]+
∫

vext(r)ρ(r)d3r+
1
2

e2
∫ ρ(r)ρ(r′)

|r− r′|
d3rd3r

′
+EXC [ρ(r)] (2.6)

In the above total energy functional, the first term is total kinetic energy functional. As sug-

gested by Kohn and Sham, it is convenient to split up the kinetic energy term into two terms

T [ρ ] = T0 [ρ ]+TI [ρ ]. T0 is the the kinetic energy of non-interacting electrons, while TI [ρ] includes

the electron-electron interaction. T0 [ρ ] represents a good approximation to the exact kinetic energy

functional because contribution of TI [ρ ] is negligibly small in T [ρ]. Other terms are the energy

functional because of the the external potential, the energy functional of the static electron-electron

Coulomb repulsion (Hartree term, EH [ρ(r)]) and the exchange-correlation energy functional, re-

spectively. The exact Coulomb functional Uee [ρ ] is the sum of EH [ρ(r)] and EXC [ρ(r)].

The variational equation for the total energy functional is:

δE [ρ]
δρ(r)

=
δT0 [ρ ]
δρ(r)

+ vext(r)+ e2
∫ ρ(r′)

|r− r′|
d3r

′
+

δEXC [ρ]
δρ(r)

= µ (2.7)

where µ is a Lagrange multiplier which guaranties the particle number conservation.

Kohn and Sham hypothesized that, for any system of N interacting electrons in a given external

potential vext(r), there is a virtual system of N non-interacting electrons with exactly the same

density as the original system. In this assumption, the non-interacting electrons are considered to

be subjected to an effective potential veff(r). For this type of virtual system the variational equation

can be written as,

δE [ρ ]
δρ(r)

=
δT0 [ρ ]
δρ(r)

+ veff(r) = µ (2.8)

From Equ. 2.7, one can write,

veff(r) = vext(r)+ e2
∫ ρ(r′)

|r− r′|
d3r

′
+ vXC(r) (2.9)

where vXC(r) =
δEXC[ρ ]

δρ(r) is the functional derivative of the exchange-correlation energy, which is

usually referred to as the “exchange-correlation potential”.
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In addition, for such a fictitious system, in which the electrons do not interact at all, the wave-

function can be written as Slater determinant. As in Hartree-Fock theory, the N-electron system

is reduced to a set of N non-interacting one-electron systems. Here the kinetic energy for this

(THF) is known exactly. The Slater determinant consists of orbitals ϕi(r)(i = 1,N), termed Kohn-

Sham orbitals. Then one obtain a set of effective single-particle equations called the Kohn-Sham

equations. [
− h̄2∇2

2m
+ veff(r)

]
ϕi(r) = εiϕi(r) (2.10)

The corresponding electron density can be written as,

ρ(r) = ∑
i

pi|ϕi(r)|2 (2.11)

where pi is probability of occupation of ϕi(r) orbital. Above Kohn-Sham equation has no electron

spin dependence. For spin-polarized systems, for each of the two spin components, a set of spin-

polarized Kohn-Sham equations are formulated, which leads to two set of Kohn-Sham orbitals,

depending on their spin.

The Kohn-Sham equation has to be solved self-consistently. Starting with initial guess for the

electron density ρ(r), the corresponding effective potential veff(r) and the Kohn-Sham equations

for the ϕi(r) are solved. From these a new electron density is computed and the previous steps are

carried out. This procedure is then repeated until convergence is reached. Once this is done, the

ground state energy can be expressed by,

E0 = ∑
i

piεi −
1
2

e2
∫ ρ(r)ρ(r′)

|r− r′|
d3rd3r

′
+EXC [ρ(r)]−

∫
vXC(r)ρ(r)d3r (2.12)

2.1.6 Electron exchange and correlation interactions

In many-electron systems, the motion of one electron is influenced by the motion of the other

electrons. First effect arises on the basis of Pauli exclusion principle which states that two electrons

with similar spin state cannot occupy the same energy state. Hence, the electron wavefunction

must be antisymmetric when either the spin or spatial coordinates are interchanged which means

Ψ(r1,r2) =−Ψ(r2,r1).
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Hartree-Fock approximation incorporates exact exchange energy, while the effect of electron

correlation is ignored. Here, the difference in exact ground state energy and the Hartree-Fock

approximated energy, which is the energy of uncorrelated state, is called “correlation energy”, EC.

Correlation plays important role for electrons with opposite spin tending to occupy the same orbital

state.

The major drawback is that the exact functionals for exchange and correlation are not known

except for the free electron gas. However, exchange and correlation effects can be properly treated

within the many-body theory, which is largely based on Green functions and diagrammatic tech-

niques, which are beyond our discussions. Although, there exist some approximations of the form

of the exchange and correlation which describes certain physical quantities quite accurately by

DFT.

Local Density Approximation (LDA)

The simplest and common way of approximating the exchange-correlation energy is called local-

density approximation (LDA). In this approximation, the value of EXC per electron at each point in

the system is taken to be similar as that of an electron in a uniform gas of electrons having the same

density. In this approximation, the electron density is considered to be locally smooth varying. In

general, for a spin-unpolarized system, a local-density approximation for the exchange-correlation

energy is written as

EXC[ρ(r)] =
∫

ρ(r)εXC[ρ(r)]d3r (2.13)

εXC is exchange and correlation energy per particle of the homogeneous electron gas of density

ρ(r). The exchange-correlation energy density can be further decomposed into exchange and

correlation parts as

εXC[ρ(r)] = εX[ρ(r)]+ εC[ρ(r)] (2.14)

The exchange energy is given by the Dirac functional [6].

EX[ρ(r)] =−3
4

(
3
π

) 1
3 ∫

ρ(r)
4
3 d3r (2.15)
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The correlation energy is mainly calculated numerically with high accuracy by means of quan-

tum Monte Carlo calculations. However, this energy can be evaluated analytically in the high

and low electron density limits corresponding to infinitely-weak and infinitely-strong correla-

tion. The high-density limit of the correlation energy density is of the form εC = Aln(rs)+B+

rs (Cln(rs)+D) and that for low limit is εC = 1
2

(
g0
rs
+ g1

r
3
2
s

+ · · ··

)
[7]. rs represents the Wigner-

Seitz parameter and it is related to the density by 4
3πr3

s =
1
ρ .

The exchange-correlation potential corresponding to the exchange-correlation energy is given

by

vXC[ρ(r)] = εXC[ρ(r)]+ρ(r)
∂εXC[ρ(r)]

∂ρ(r)
(2.16)

LDA works very much accurate for bulk metals, where slowly varying electron density can be

compared with the homogeneous electron gas. However, in this approximation cell parameters are

usually underestimated, the bulk modulus is overestimated. Binding energies are almost always

overestimated; while it tends to underestimate atomic ground state energies and ionization energies.

Moreover, sometimes the wrong ground state is predicted. For example, insulating systems (e.g.,

NiO) are predicted to be metallic. Spin polarised calculations considering the correct ground state

for NiO do get an insulating state. However, the bandgap is grossly underestimated.

Generalized Gradient Approximation (GGA)

In a most of the real systems, the electron density can not be considered homogeneous because

there are non-local correlation effects. The electron density varies non-homogeneously in space.

So, in that circumstance the density variations is given by the expansion of the density in terms

of its gradients, i.e., ∇ρ(r),∇2ρ(r) etc. Considering only the linear term of the electron density

gradient, the generalized gradient approximation (GGA) can be written as

EXC[ρ(r)] =
∫

ρ(r)εXC[ρ(r),∇ρ(r)]d3r (2.17)

GGA describes the magnetic and structural ground state quite accurately for transitional metals

and alloys than LDA.
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2.1.7 Plane-waves as basis functions

Most easily usable basis functions for describing crystal periodicity can be described as plane

wave functions. The theorem of Bloch shows that the wavefunction in a periodic potential can be

expressed as a form of a plane wave times a function with the periodicity of the Bravais lattice.

Ψn,k(r) = un(r)exp(ik · r) (2.18)

The periodic function un(r) can be expanded as a linear combination of plane wave function with

wave vectors that are reciprocal lattice vectors of the crystal, G.

un(r) = ∑
G

cn,Gexp(iG · r) (2.19)

This plane wave basis set can used to expand the Kohn-Sham orbitals.

2.1.8 DFT implementation by Vienna ab-initio simulation package (VASP)

A computationally less expensive but reasonably accurate calculation these days use pseudopoten-

tials or projector augmented wave (PAW) potentials where the corelevels are not a part of the basis

states [8–11]. This has been applied in key areas of modern solid-state physics and chemistry. In

this thesis we use a plane wave PAW implementation of DFT in VASP. It attempts to match the

accuracy of the most advanced all-electron codes by using a projector-augmented-wave approach

(PAW) [12] for describing the electron-ion interaction. A stable and accurate solution of the Kohn-

Sham equations, as well as a favorable scaling of the computational effort with system size, are

achieved by adopting iterative diagonalization techniques and optimized charge-mixing routines.

Different levels of exchange-correlation functionals and different post-DFT approaches have been

implemented.

There are other different procedures such as full-potential linearized augmented-plane-wave

(FLAPW) method using a non-local approximation for the exchange and correlation potential,

augmented-spherical-wave (ASW) formalism within the local spin-density (LSD) treatment of ex-

change and correlation, linear muffin-tin orbital (LMTO) method with the LSD approximation and

a muffin tin for the potential, full-potential local-orbital (FPLO) ab-initio method etc.



46 Chapter 2 Theoretical and Experimental methods

2.1.9 Wannier functions

According to Bloch theorem, the eigenfunctions of the wave equation for a periodic potential in

crystal are the product of a plane wave (exp(i
−→
k .−→r )) times a function un(

−→r ) with the periodicity of

the crystal lattice. Ψn,
−→
k (
−→r ) = un(

−→r )exp(i
−→
k .−→r ), where a crystal momentum

−→
k lying inside the

Brillouin zone and a band index n. This function is widely used in electronic-structure calculations.

However, sometimes in tight binding method, it is useful to construct a localized wave functions

from the Bloch wave functions. To explain electronic properties of any material, inclusion of

all possible states of every atom is unfeasible and are not necessary to understand the relevant

physical properties. For example in Ni-Mn-Ga system, Ni d, Mn d and Ga s & p orbitals are

sufficient to explain the band structure. Wannier functions are very useful for analyzing the nature

of the chemical bonding in materials.

Wannier function, first proposed by G. Wannier [13], is a candidate of localized orbital. Wan-

nier functions can be constructed by linear combination of atomic orbital wavefunctions, which are

Blöch functions. These maximally localized wavefunctions are constructed by superposing Blöch

functions of different
−→
k as,

Wn,
−→
R (

−→r ) =
V

(2π3)

∫
BZ

e−
−→
k .

−→
R Ψn,

−→
k (
−→r )d

−→
k (2.20)

where
−→
R is the real-space lattice vector [14]. A particular Wannier function is localized around

a particular lattice point (
−→
R ) and rapidly goes to zero away from the lattice point where atom

is situated. Under the translation by lattice vector
−→
R , the real space Wannier function can be

trnasformed to other Wannier functions. All the Wn,
−→
R form orthonormal basis set. The Fourier

transform of Eq. 2.20 gives the Blöch function back and takes the form as,

Ψn,
−→
k (
−→r ) =

V
(2π3)

∫
BZ

e
−→
k .

−→
R Wn,

−→
R (

−→r )d
−→
R (2.21)

Thus Bloch and Wannier functions can be transformed to each other under unitary transformation.

Thus both Bloch and Wannier functions provide identical band description. It is important to

mention that the Wannier functions are not unique due to gauge indeterminacy because different

choices of gauge associated with Bloch states.
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In this thesis we use a mapping of the ab-initio band structure onto a tight binding model to un-

derstand the changes in the electronic structure quantitatively due to the structural transformation.

Here one can monitor the changes of the onsite energies to understand the effect.

2.2 Experimental methods

2.2.1 Sample preparation: Arc melting

The polycrystalline sample with the nominal composition Ni2Mn1+xSn1−x was prepared by arc

melting of 99.99 % pure elements in an argon gas atmosphere. Fig. 2.1 shows the schematic

Figure 2.1 Schematic diagram of vacuum arc melting furnace.

diagram of vacuum arc melting furnace. The arc melting furnace consists of a cylindrical chamber

inside which the sample is kept on a Cu crucible, a rotary vacuum pump to make vacuum inside the

cylindrical chamber and a gauge to monitor, Ar gas to make the environment of the sample air free

and inert, valve to connect vacuum pump and Ar cylinder alternately to the cylindrical chamber, a

water bath to flush out extra Ar gas from the cylindrical chamber, three tungsten anodes connected
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to power supply to produce arc, cold water supply to keep the furnace cool. Initially, the air inside

the chamber is evacuated by the rotary vacuum pump. The vacuum achieved is of the order of

1×10−3 mbar. The Ar gas is introduced in the chamber to flush out the remaining light gases like

O2, N2, C etc. Ar is used because this is an inert gas and has more weight than air. So, any small

amount of air in the furnace is replaced by Ar. This process is repeated 3-4 times in order to ensure

good inert atmosphere inside the chamber. The arc melting is done under argon atmosphere. The

sample was flipped and remelted several times to ensure homogeneity. Then the sample was cut

with a low speed diamond saw and parts of the sample were encapsulated in a quartz glass tube

under vacuum for annealing. The sample were annealed at 9000 C for 1 day and then quenched in

ice water. As a result the desired structure is stabilized.

2.2.2 Differential Scanning Calorimetry (DSC)

The DSC is a thermo-analytical technique by which structural and magnetic phase transition tem-

peratures of materials can be determined, measuring the differences in the amount of heat flow in

endothermic or exothermic processes. The heat flow can be plotted as a function of temperature

or time. There are two types of DSC systems available : Heat-flux DSC and Power Compensation

DSC.

Figure 2.2 Schematic diagram of Power Compensation DSC
[Ref:http://nptel.ac.in/courses/115103030/module4/lec22/2.html].

The differential scanning calorimeter Q 2000 of TA instrument is used for the measurement

of structural and magnetic transition temperature. This is basically a Power-Compensation DSC
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which is shown in fig. 2.2. In Power-Compensation DSC both sample and reference pans are

heated by separate, identical furnaces. Here the sample and reference are maintained at the same

temperature throughout the experiment. Due to temperature variation when an endothermic or

exothermic transition occurs in the sample, Platinum sensor detects the thermal changes in the

sample. Then input energy or power is required to maintain the temperature of the sample to that

of the reference pan and it actually measures the amount of excess heat absorbed or released by

sample during endothermic or exothermic process in cooling and heating cycle. Then plotting the

heat flow as a function of temperature, one can obtain the temperatures of various phase transi-

tions. Over Heat-Flux DSC, the Power-Compensation DSC technique is very much easy to handle

because no complicated heat flux equations are necessary and the system directly measures rate of

energy flow to and from the sample.

2.2.3 X-ray diffraction

The X-ray diffraction (XRD) is one of the basic tools to find out the unknown crystal structure of

a material. X -rays are used because their wavelength is comparable with interatomic spacing of

bulk material. When X -rays fall on a material, it scatters in all directions from the atomic cites.

Subsequently, in some directions the constructive interference condition 2dsinθ = nλ is satisfied.

This is the Bragg law of diffraction established by W. L. Bragg, which relates crystal lattice param-

eters d (spacing between the atomic planes of the solid) and wavelength of incident radiation (λ )

with the diffraction angles (θ ) and n is the order of diffraction [15]. Fig. 2.3 shows the schematic

of Bragg diffraction condition. The powder method is used for polycrystalline material. The bulk

material to be examined is ground to very fine powder and placed in a beam of monochromatic

X-rays to capture the information of reflections from all the lattice planes in a crystal structure.

The diffractometer is used in either θ − θ or θ − 2θ geometry [16]. In θ − θ geometry, sample

is fixed and both X-ray source and detector move at the same angular rate ω toward each other.

In θ − 2θ geometry, the source does not move, the sample rotates around its axis at a speed ω ,

whereas the detector is moving at a speed 2ω along the circle, centered on the sample. For the
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Figure 2.3 Schematic diagram of Bragg diffraction [Ref:
https://www2.warwick.ac.uk/fac/sci/physics/current/postgraduate/regs/mpags/ex5/techniques/structural/xrd/].

present experiment, the powder diffraction is performed in θ − 2θ geometry. The schematic rep-

resentation of θ −2θ geometry is depicted in fig. 2.4. One can choose different X-ray sources to

Figure 2.4 Schematic representation of θ − 2θ geometry of diffractometer [Ref:
http://www.ehs.columbia.edu/NewsLetter/FA09Page4.html].

find out the crystal structure. The PANalytical X-PERT PRO XRD diffractometer has been used

for the room temperature XRD measurement using CuKα radiation of wavelength λ = 1.54 Å.

The low temperature XRD is performed by synchrotron radiation source in KEK-Photon Factory,

Japan. It has highly collimated photon beam generated by a small divergence (∼ 0.1◦ )and high
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intensity photon beam (flux ∼ 500000 count/area/sec) which help to capture the crystal structure

more accurately (λ = 0.68 Å).

Here the Le Bail method is applied using Fullprof software to extract the crystal structure pa-

rameters corresponding to different crystal planes from powder diffraction data. First, the possible

approximate unit cell lattice parameters (a,b,c,α,β & γ) and space group are speculated. This

can be carried out by the following steps. The correct Miller indices (hkl) corresponding to a

lattice plane are assigned to each intensity peak position. This step is called “indexing the pat-

tern” [15]. Once this is done, the the lattice spacing ,dhkl , is calculated for a particular lattice plane

and for a particular Bragg angle. Using the mathematical relation dhkl =
1√

(h/a)2+(k/b)2+(l/c)2 the

lattice parameters of the unit cell can be calculated. Afterwards, the unit cell lattice parameters,

other profile parameters (Instrumental zero error; Peak-width parameters etc.) are refined and the

calculated peak intensities are matched with the measured powder diffraction pattern by the least-

square fitting technique of the diffraction profile. The technique is basically an iterative process.

In each iteration a fresh set of observed intensities are obtained which are matched with experi-

mentally obtained diffraction pattern. It continues until a convergence criterion is satisfied and a

good agreement with measured X-ray pattern is achieved with physically valid parameter values.

The goodness of fit can be estimated from the difference pattern and also from the reliability

(R) factor. The R factor is defined as the following.

Weighted profile R - factor (Rwp) =

[
∑
i

wi( yio−yic)
2

∑
i

wiy2
io

] 1
2

Here yio and yic are the observed and calculated intensities.

Expected R - factor (Rexp) =

[
N−P+C
∑
i

wiy2
io

] 1
2

Goodness of fit parameter (χ2) =
∑
i

wi( yio−yic)
2

N−P+C =
(

Rwp
Rexp

)2

Here, wi =
1
yi

is the weighting factor. N is the total number of points used in the refinement,

P is the number of refined parameters, C is the number of constraint. N −P+C is the number

of degrees of freedom. The signature of good fitting is to obtain low value of Rwp and χ2 after

the final iteration. The average value of goodness of fit from our fitting for all compositions and
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temperatures is around 1.6. The goodness of fit value between 1 and 2 is considered to be good

fitting. Thus Le Bail method provided reliable estimate of the intensities of allowed reflections for

different crystal symmetries and structural parameters for our samples.

2.2.4 Magnetic susceptibility

Magnetic susceptibility is defined as the quantitative measure of the extent to which a material can

be magnetized by applying an external magnetic field. It is equal to the ratio of the magnetization

(M) within the material to the applied magnetic field strength (H).

χm = M
H

The susceptibility has been measured by superconducting quantum interference device (SQUID).

The SQUID is highly sensitive to small changes in magnetization. A very small magnetic field

can be detected by SQUID. A SQUID consists of a superconducting loop separated by two Joseph-

son junctions which are basically thin insulating barrier. It operates basically on the principle of

flux quantization within a superconducting loop. First, the sample is placed inside a supercon-

ducting detection coil in presence of a magnetic field produced by superconducting magnet. When

the sample is moved periodically inside the coil, magnetic flux due to the magnetic moment of

the sample changes inside coil. The change in magnetic flux is linked to a Direct Current (DC)

SQUID. When the flux is integer multiple of ϕ0 (ϕ0 =
h
2e ), same phase difference occurs between

electron-pair waves propagating along two different paths around the loop. This leads to construc-

tive interference causing the critical current which is usually obtained by measuring the the voltage

drop across the junction. This voltage is converted by Radio Frequency (RF) SQUID and is then

amplified. This measured voltage oscillates which depends on the change in magnetic flux and

gives an accurate measurement of magnetic properties. It is important to mention that the value

of ϕ0 (2 ×10−15 Tesla-m2) determines the sensitivity of the measurement. For the magnetization

measurement as a function of temperature, the quantum design SQUID magnetometer is used in

the temperature range 5 - 300 K.
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2.2.5 Ultra-violet photo-electron spectroscopy (UPS)

In order to understand the electronic structure effect on martensitic phase the high resolution va-

lence band spectra of Ni2Mn1+xSn1−x are recorded with ultra-violet (UV) He I radiation of en-

ergy hν = 21.2 eV, h = Planck’s constant, ν = frequency of the radiation. Such radiation is only

able to ionize the electrons from the valence band. The kinetic energy distribution of the emitted

photoelectrons can be measured using an electron-energy selective analyser and detector. These

photoelectrons emitted from the solid surface due to irradiation of photon follow certain distribu-

tion curve which represents the occupied density of electronic states. Schematic representation of

ultra-violet photo-electron spectroscopy measurement has been shown in fig. 2.5. The process of

Figure 2.5 Schematic representation of ultra-violet photo-electron spectroscopy measurement
[Ref: http://www-users.york.ac.uk/∼phys24/Pages/Techniques/UPS/] .

photoelectron can be explained as follows: If A be the sample, the excitation of the material by UV

radiation is written as

A+hν = A++ e−

According to conservation of charge

E(A)+hν = E(A+)+E(e−)

Since energy of the electron is associated with kinetic energy (KE), then

E(e−) = EK(e−) = hν − [E(A+)−E(A)]

E(A+)−E(A) is the binding energy (EB) of the material. This is the difference between the

ionized and neutral atom. This is conventionally measured with respect to the Fermi-level of the
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solid rather than the vacuum level. However, in this case the work function (φ) of the solid has to

be considered. Thus the expression of the binding energy can be written as:

EB = hν −EK(e−)−φ

The high intensity He photon source based on He plasma, generated with the electron cyclotron

resonance technique, is used as ultra-violet source to study the valence band spectra. The He gas

maintained at a pressure of about 1.5 × 10−6 mbar in the ultra-high-vacuum chamber. Due to the

surface sensitivity of photo-electron spectroscopy technique the experiments are performed under

ultra-high vacuum. A hemispherical high-resolution electron energy analyzer (Scienta R4000) of

200 mm radius is used for recording the photoelectron spectra. The overall energy resolution of

He I photon source with Scienta R4000 analyzer is 1.5 meV at 10 K.
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3.1 Introduction

The discovery of a change in the shape of a material, which, in addition to being tuned by external

parameters such as temperature [1], pressure [2], magnetic field [3] etc., is also entirely reversible,

has driven the research in these materials called shape memory alloys. However, despite a couple of

decades of intense research, the microscopic mechanism driving the transition still remains hotly

debated. Here, we consider the example of Ni2MnGa which is the only member in the Ni-Mn

based family of materials in which the transition from a high temperature cubic (austenitic) phase

to a low temperature lower symmetry (martensitic) phase takes place for the stoichiometric case

also [4]. The transition away from the cubic phase starts much before the martensitic phase sets in.

In this temperature range, referred to as the pre-martensitic regime, one usually finds the presence

of other crystallographic phases, with even two phases existing at times [5].

Unravelling the origin of the electronic structure changes should provide us with a handle on

the martensitic transition. A direct probe of the electronic structure are photoemission experiments.

These experiments carried out as a function of temperature reveal spectral weight transfers away

from the near Fermi energy region and a pseudogap formation in a temperature range associated

with the pre-martensitic transition. This continues as the temperature is decreased down to the

martensitic transition temperature. These electronic structure changes have been associated with a

reorganization of the Ni eg states, which has led to the origin being described as a band Jahn-Teller

mechanism [6]. An alternate picture of a charge density wave driving the transition has also been

proposed [7].

The Jahn-Teller effect is operative in localized systems in which one has degenerate states at

the Fermi level. The system distorts and lowers its energy and in the process is rendered insulating

also. A prerequisite for such a mechanism to operate is a high density of states at the Fermi level in

the undistorted structure and a strong electron-phonon coupling. Examining the density of states

for Ni2MnGa, one finds a low contribution at the Fermi level. This has led to the nomenclature

of a band Jahn-Teller mechanism, suggestive of an alternate mechanism at work. Unlike the usual

Jahn-Teller mechanism, it is not clear what the driving factors are over here. This is the reason
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why we chose the example of Ni2MnGa to understand how the mechanism works. Further, a

common feature that one finds between the various structures present in the martensitic phase

is the tetragonality. While the additional modulations present in the martensitic phase can be

understood as a route to minimize the strain, the tetragonal distortions which could be associated

with a Jahn-Teller mechanism are not well understood.

Mn in Ni2MnGa has almost completely filled Mn d levels in the majority spin channel. The

absence of any degeneracy with the Mn d states makes them improbable candidates to associate

Jahn-Teller physics with. The minority spin Ni eg states are found to contribute at the Fermi

energy [8] and so one associates the structural changes that one finds with Ni. The only other

atom in the unit cell, Ga, contributes very wide bands in the near Fermi energy region and so

cannot be associated with any Jahn-Teller activity. The structure however throws some clues on

the microscopic considerations driving the transition. In going from the cubic to the tetragonal

phase, one finds an increase in all the nearest neighbour Ni-Mn and Ni-Ga bond-lengths. This

could lead to a decrease in the Coulomb interactions felt by the electrons on Ni due to the electrons

on its neighbours, leading to a modification of the electrostatic potential felt by the electrons on

Ni. However as these distortions are uniform in all directions, all orbitals on Ni will experience

the same electrostatic potential. Consequently this elongation cannot lead to any lifting of the

degeneracy of the Ni d orbitals. The second neighbours of the Ni atoms are also Ni atoms which

form a cube and in the presence of a tetragonal distortion one has a degeneracy lifting of the Ni

d orbitals. This effect on the onsite energies of the Ni d orbitals is found to be very small. Ga

atoms also have Mn atoms as their second neighbours forming a cube. Hence a distortion into

the tetragonal phase leads to a degeneracy lifting of the Ga p orbital energies. The three-fold

degenerate partially occupied p orbitals on Ga found in the cubic phase split into lower energy pz

orbital and doubly degenerate px and py orbitals at higher energies. This immediately shows that

Coulomb interactions between the electrons on Ga and those on its second neighbour atoms are

significant. This leads to a modified electrostatic potential felt by the electrons in the different Ga

p orbitals which leads to large splittings of the otherwise degenerate Ga p levels. While the role of

Coulomb interactions due to electrons at neighbouring sites modifying the electrostatic potential
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felt by the electrons in different orbitals at the central site and thereby lifting the degeneracy of the

orbitals is well-known and forms the basis of crystal-field theory, the present work goes on to show

that the nomenclature of a band Jahn-Teller effect is a consequence of these principles at work.

Indeed the martensitic transition is not driven in all systems. There is a balance of energetics to

be considered. We have carried out a similar analysis for Mn2NiGa and Ni2MnSn. The former is

found to show a martensitic transition while the latter does not. The crystal field splittings found

for Ga and Sn in the tetragonal phase support the view that the electrostatic potential generated

by the electrons on the second neighbour atoms of Ga are substantial in Mn2NiGa while they are

much weaker in Ni2MnSn. These results support the picture of the martensitic transition discussed

in the context of Ni2MnGa.

Although the above analysis was for the tetragonal phase, the conclusions are similar for the

modulated martensitic phases. Hence the band Jahn-Teller effect results in a degeneracy lifting of

the Ga levels and is driven by strong electrostatic potentials generated by electrons on neighbouring

atoms.

3.2 Methodology

Ab-initio electronic structure calculations are carried out using density functional theory (DFT)

as implemented in the Vienna ab-initio simulation package (VASP) [9]. We use the projected

augmented wave implementation and work with the generalized gradient approximation (GGA)

Perdew-Wang [10] for the exchange correlation functional. This has been seen to give a better de-

scription of the magnetism in Heusler compounds [11] compared to the calculations using the local

density approximation for the exchange correlation functional. Monkhorst-Pack k-points mesh of

10×10×10 was used to perform the k space integrations and a cut-off energy of 270 eV was used

to determine the plane-waves used in the basis. The lattice parameters of the unit cell as well as

the ionic positions have been optimised in each of the cases considered and the optimized value is

mentioned in the text. An analysis of the electronic structure has been carried out in terms of the

band dispersions as well as the partial density of states (PDOS) calculated using spheres of radii
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∼ 1.3 Å around each atom. Additionally an analysis of the electronic structure has been carried

out using an interface of VASP to WANNIER90 [12–14] using a basis consisting of Ni d, Mn d

as well as Ga s and p states. A mapping of the Bloch states is made onto Wannier functions, lo-

calized on the respective atoms with their angular parts given by the relevant spherical harmonics,

via a unitary transformation. A unique transformation is obtained with the requirement of mini-

mizing the quadratic spread of the Wannier functions. The criterion of convergence was that the

spread changed by less than 10−10 between successive iterations and. The spreads (Ω) of Wannier

functions corresponding to Ni d, Mn d both are < 1 Å2 and Ga s & p are ∼ 2 Å2 and 4 Å2, respec-

tively. Once the transformation matrices are determined, one has a tight binding representation

of the Hamiltonian in the basis of the maximally localized Wannier functions. This enables us

to quantify some of the electronic structure changes. Besides Ni2MnGa, we have considered few

other systems which are Mn2NiGa and Ni2MnSn. For each case a Monkhorst-Pack k-points mesh

of 10×10×10 was used and a cut-off energy of 270 eV was considered. In each case, we have

started the calculations with the experimental cubic structure [4, 15, 16]. Subsequently the lattice

parameters of the 16 atom unit cell as well as the ionic positions have been optimised. A similar

analysis of mapping onto a tight binding model was carried out for Mn2NiGa and Ni2MnSn. In

these calculations Ni d, Mn d, Ga s and p states and Ni d, Mn d, Sn s and p states were included

as basis states.

3.3 Results and Discussions

The experimentally reported unit cell of Ni2MnGa is cubic with a lattice parameter of 5.82 Å [4].

Carrying out an optimization of the lattice parameter of the austenitic phase within our calculations,

the theoretical lattice parameter is found to be 5.80 Å. With this optimized structure we examine

the atom and orbital projected partial density of states. This is shown in fig. 3.1. Ni d states are

found to contribute in the energy window from -4 to 2 eV with the majority spin channel fully

filled. However, the minority spin states are partially filled with the Fermi level in the Ni eg states.

Presence of some states near the Fermi energy (EF) suggests that Ni d states might be Jahn-Teller
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Figure 3.1 Atom and angular momentum projected partial density of states for (a) Ni 3d,
(b)Mn 3d, (c) Ga 4p and (d) Ga 4s in the cubic phase of parent compound Ni2MnGa. The
Fermi energy EF is at zero eV. The upper/lower panel is for the majority/minority spin
channel.

active though the weight of the states at EF is low. Examining the Mn d PDOS, one finds that the

majority spin states are completely filled while the minority spin states are empty, indicating a d5

configuration at the Mn site. Therefore Mn is Jahn-Teller inactive. Moreover, Ga 4p states are

found to have a low weight in the same energy window and are more extended. One also finds the

Ga 4s states contributing in an energy window between -8 to -10 eV below the Fermi level. These

states have been referred to as lone pair states as they are not involved in any bonding with the

neighbouring atoms similar to Ni-Mn-Sn system [17].

In the context of martensitic transformations it is interesting that, Ni2MnGa is found to un-

dergo a structural transformation and favors a tetragonal phase at low temperature, in contrast to

Ni2MnSn [4,16,18]. This suggests that an important role is played by the p element in inducing the

martensitic transformation. One can achieve a stable tetragonal structure with lattice parameters

a= b= 5.36 Å, c = 6.76 Å having c/a ≈ 1.26, which agrees very well with the previously reported

theoretical results [19–21]. The variation of the ground state energy (per unit cell) as a function
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Figure 3.2 The ground state energy (per unit cell) as a function of the axial ratio, c/a of
Ni2MnGa.

of the axial ratio, c/a of Ni2MnSn has been shown in fig. 3.2 which reveals that the ground state

energy of the system has the lowest energy at c/a = 1.26.

In order to understand the driving force for the distortions, we examined the local environment

around each atom. Ni has the Mn and Ga atoms as its nearest neighbours and this is shown in

fig. 3.3. The nearest neighbour bondlengths are found to increase from 2.51 Å to 2.54 Å. As

the increase in bond-lengths are uniform in all directions, one does not expect any degeneracy

lifting of the energies of the Ni d orbitals emerging from these structural changes. Ni atoms are

the second neighbours, forming a cubic lattice about the central Ni atom in the austenitic structure.

This reduces to a tetragonal arrangement in the martensitic phase. The lowering in symmetry is

expected to bring about a lifting of the degeneracy of the Ni eg orbitals with the d3z2−r2 orbital at

lower energies compared to the dx2−y2 orbital [22]. To explore the origin of the phase transition

from cubic to tetragonal, we examine the occupancy of the Ni eg orbitals in the two phases. If a

Jahn-Teller distortion of the Ni d orbitals was responsible, one expects an increase in the d electron

count in one of the eg orbitals over the other in the tetragonal structure. However from Table 3.1 it
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Figure 3.3 Ni environment in the cubic and tetragonal structures of Ni2MnGa with
bondlengths indicated.

Table 3.1 No. of electrons on Ni d orbitals in cubic and tetragonal phase.

Ni2MnGa No. of electrons

Structure Ni dx2−y2 Ni d3z2−r2

Cubic 1.57 1.73

Tetragonal 1.57 1.70

is clearly evident that there is hardly any change in the occupancies of the Ni eg states. In order to

quantify this symmetry lowering, we have mapped the band dispersions calculated along various

symmetry directions for both cubic as well as tetragonal Ni2MnGa to a tight binding model which

uses maximally localized wannier functions as the radial parts of the wave functions. The Ni d,

Mn d as well as Ga s and p states were included in the basis.

The tight-binding bands are superposed on the ab-initio bands for the cubic and tetragonal

structure and are shown in figs. 3.4(a) and 3.4(b), respectively. In both cases, one finds an excel-

lent mapping of the ab-initio band structure within the tight-binding model. The relative on-site

energies of Ni d, Mn d and Ga s, p states have been referenced with respect to the Ni dxz spin-up

state and are listed in Table 3.2. The changes one finds in the Ni d energies are small. Mn d orbitals



3.3 Results and Discussions 65

Table 3.2 Relative on-site energies (eV) of Ni d, Mn d, Ga s & p with respect to the
spin-up dxz state of Ni in cubic and tetragonal structure of Ni2MnGa.

Cubic Unit cell Tetragonal unit cell

Atom Orbital Spin up Spin down Spin up Spin down

d3z2−r2 0.01 0.41 0.01 0.40

dxz 0.0 0.36 -0.01 0.38

Ni dyz 0.0 0.36 -0.01 0.38

dx2−y2 0.01 0.41 -0.12 0.41

dxy 0.0 0.36 -0.01 0.40

d3z2−r2 0.13 3.48 0.14 3.27

dxz -0.28 2.34 -0.18 2.32

Mn dyz -0.28 2.34 -0.18 2.32

dx2−y2 0.13 3.48 0.29 3.48

dxy -0.28 2.34 -0.12 2.53

s -5.54 -5.48 -5.49 -5.44

Ga pz 0.51 0.77 -0.03 0.36

px 0.51 0.77 0.83 1.05

py 0.51 0.77 0.83 1.05

with eg character show a small lifting of the degeneracy of the d orbitals of ∼ 0.2 eV. This emerges

from the crystal field environment in the tetragonal phase. However, one finds significant changes

in the energies of the Ga p orbitals in the tetragonal phase. The three-fold degenerate p orbitals on

Ga in cubic phase split into lower energy pz orbital and doubly degenerate px and py orbitals at

higher energies.

Examining the structure, one finds that the Mn and Ga atoms are placed alternatively on a cubic

lattice. As is evident from fig. 3.5, the neighbours of the Ga atoms in this lattice are the Mn atoms.

Reducing the symmetry from cubic to tetragonal, changes the nearest neighbour bondlengths from

2.90 Å to four at 2.68 Å in the ab plane and two others at 3.38 Å along the c-direction. As a

result, the electrons in the pz orbitals on Ga face smaller Coulomb repulsion from the electrons on

Mn than those which are in the px and py orbitals. This leads to a lifting of the degeneracy of the

Ga p orbitals, with the pz orbitals found to be 0.86 eV (up spin channel) and 0.69 eV (down spin

channel) lower in energy than the Ga px and py orbitals. The Ga p orbitals are partially occupied
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Figure 3.4 The tight-binding fit (circles) of the ab-initio band structure (solid line) of
Ni2MnGa in the (a) cubic and (b) tetragonal (c/a = 1.26) phase. The zero of energy is the
Fermi energy (EF).

and as a result one gains energy by lowering the symmetry to tetragonal.

There have been experimental as well as theoretical studies on the temperature dependent

phase diagram of Ni2MnGa. The tetragonal crystal structure has never been found to be the low

temperature phase in experiments. In contrast, several modulated crystal structures have been

proposed/found to be the ground state structure at low temperatures, though there is a transition

between various modulated structures as a function of temperature [4]. It is therefore necessary
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Figure 3.5 The second nearest neighbour Ga environment in cubic and tetragonal struc-
tures of Ni2MnGa with bondlengths indicated.

to demonstrate the generality of the results that are found for the transition into the tetragonal

phase [23–25].

A transformation from the cubic to the tetragonal phase has a large strain component to it. The

alternating shifts of atomic positions in the Mn-Ga sublattice result in a significant reduction of

the stabilization of structures which contain a nanotwin double layer. Zelený et al. [26] examined

the relative energetics between various modulated/twinned martensitic structures and found the

4O structure to have the lowest energy. We have therefore carried out a similar analysis for the

4O optimised structure which is found to have the lattice parameters a = 4.28 Å , b = 8.41 Å and

c = 5.41 Å . The optimized 4O structure with modulation along [110] direction is shown in fig.

3.6(a). The ab-initio band structure was calculated and then mapped onto a tight-binding model

for 4O modulated orthorhombic structure. This is shown in fig. 3.7. As earlier, here also a good

description is obtained.

The changes in the Ni and Mn d on-site energies are small as found earlier. However, significant

changes in the energies of the Ga p orbitals in the 4O phase are found. As the environment around

each Ga atom is highly distorted, the local coordinate system and global coordinate system don’t

coincide. So the px, py and pz orbitals on each Ga are strongly mixed in the global coordinate

system. Hence we do not provide the onsite energies as was done earlier for the tetragonal structure,
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Figure 3.6 (a) 4O modulated orthorhombic structure with relaxed lattice parameters, (b)
Ga environment with bondlengths indicated.

Figure 3.7 The tight-binding fit (circles) of the ab-initio band structure (solid line) of
Ni2MnGa in the 4O modulated phase.

but instead discuss the degeneracy lifting in terms of the dominant character of the orbital. The

three-fold degenerate p orbitals on Ga in the cubic phase are found to split into higher energy pz

and py orbital with the px orbital at lower energy. This is evident in the local coordinate system

for one Ga-Mn6 octahedron shown in fig. 3.6 (b) with the x-axis lying along the long Mn-Ga bond
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in the 4O structure. Similar distortions exist for various octahedral units, leading to the energy

lowering. These distortions are along different directions so the strain energy component is small

in these modulated structures compared to the tetragonal structure. These structural distortions

induce electronic structure changes also. Examining the region near the Fermi energy, we do see

a reduction in the minority spin total density of states (TDOS) in going from the cubic to the

tetragonal or the 4O phase. This is shown in fig. 3.8, where the region near the Fermi energy is
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Figure 3.8 Total density of states for Ni2MnGa in the cubic (solid line), tetragonal (dashed
line) and 4O (dot dashed) structures. The zero of energy is the Fermi energy (EF). The
upper/lower panel is for the majority/minority spin channel.

zoomed out. The results indicate a lowering of the density of states at the Fermi level in going from

the cubic structure to the lower symmetry tetragonal and 4O structures. While in the tetragonal

structure there is an increase in the density of states above the Fermi energy, and a decrease in the

region below the Fermi energy, the changes in the density of states associated with the 4O structure

are not so systematic. These changes in the vicinity of the Fermi level have been observed in

temperature dependent photoemission experiments across the transition into the martensitic phase.

Our calculations have captured the effect, and making a quantitative analysis, we find that the

decrease in Ni d contribution is just ∼ 8 %. This supports the analysis of the band structure within
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a tight binding model which finds large changes in the onsite energies of the Ga p orbitals. A

movement of the Ga p levels and consequently of the states which hybridize with the d states is

responsible for the density of states changes in the vicinity of Fermi energy.

The tight binding analysis of the ab-initio band structure of Ni2MnGa in the tetragonal phase

reveals a large degeneracy lifting of the energies of the Ga p orbitals, ≃ 0.86 eV in the majority

spin channel. This implies that the electrostatic potential felt by electrons on Ga due to the elec-

trons on its second neighbour Mn atoms are sizeable, giving rise to such large splitings. As the

states with dominantly Ga p character are partially occupied, the system lowers its energy through

the distortion. Considering the case of Mn2NiGa, another example of a system which shows a

martensitic transition with c/a = 1.21 [15], we find that a similar analysis (see Table 3.3 for onsite

energies) carried out at the same c/a as Ni2MnGa leads to a splitting ≃ 0.82 eV of the energies

Table 3.3 Relative on-site energies (eV) of Ni d, Mn d, Ga s & p with respect to the
spin-up dxz state of Ni in cubic and tetragonal structure of Mn2NiGa.

Cubic Unit cell Tetragonal unit cell

Atom Orbital Spin up Spin down Spin up Spin down

d3z2−r2 0.02 0.74 0.16 0.66

dxz 0.0 0.60 0.14 0.68

Ni dyz 0.0 0.60 0.14 0.68

dx2−y2 0.01 0.73 0.19 0.67

dxy 0.01 0.63 0.24 0.76

d3z2−r2 0.53 2.8 0.50 3.0

dxz 0.49 2.66 0.49 2.66

Mn dyz 0.49 2.66 0.49 2.66

dx2−y2 0.51 2.78 0.32 2.69

dxy 0.54 2.70 0.44 3.08

s -5.13 -5.01 -5.08 -4.99

Ga pz 0.89 1.46 0.42 0.86

px 0.88 1.44 1.24 1.65

py 0.88 1.44 1.24 1.65

associated with the Ga p orbitals in the tetragonal phase in the majority spin channel. This again

supports the role of the electrostatic potential due to electrons on the neighbouring atoms in lifting
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the degeneracy of the orbitals at the central site, and thereby stabilising the martensitic phase.

We then went on to examine the crystal-field splitting of the Sn p orbitals in Ni2MnSn consid-

ering the hypothetical case of a c/a equal to that found in Ni2MnGa. This is found to be just ≃ 0.66

eV, indicating that the electrostatic potential felt by the electrons on the Sn atoms due to the second

neighbour Mn atoms is not as large as it is in the other two examples Ni2MnGa and Mn2NiGa pre-

sented here. This suggests that the larger electrostatic potentials encountered are responsible for

driving the martensitic transition. After the distortion, not only do we have a lifting of degeneracy

which could push the energy balance towards the distorted structure, the shorter bondlengths also

increase the hopping interaction strengths of electrons between the atoms involved. An important

ingredient for the energy stabilization to come from these processes is the partial occupancy of

these levels.

In conventional Jahn-Teller systems, the electrons in the vicinity of the Fermi energy are local-

ized. This results in a high density of states at the Fermi energy, which leads to a diverging sus-

ceptibility and hence drives an electronic instability. This leads to a structural distortion resulting

in a redistribution of states which usually renders the system insulating. A strong electron phonon

coupling is behind the observed electronic and structural changes. In contrast, what one has here

are delocalized systems which have a low weight at the Fermi level. Hence, there is no diverg-

ing susceptibility here, which demands sizeable electron-phonon coupling strengths. Electronic

considerations involving significant electrostatic potential generated by electrons on neighbouring

atoms at the central site drive the energy lowering in this candidate system identified with the band

Jahn-Teller mechanism. The effect of the potential is significant in Ni2MnGa and Mn2NiGa which

is the reason that it tries to distort to a lower symmetry structure.

There have been several explanations for the martensitic transitions that are found to take place.

One explanation involves the presence of a soft phonon mode found in calculations for the high

symmetry cubic phase which leads to a shearing of the lattice planes [27]. This alone cannot ex-

plain the observed structures where additionally a strain component is present. For instance as the

strain involved in forming a phase boundary between the cubic austentic phase and the tetragonal

martensitic one is large, various structural adaptions which minimize the strain have been pro-
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posed. These include twinning as well as other modulations. Recent work [28] have invoked both

the explanations to explain the hierarchy of structures that emerges. The present work comple-

ments these earlier studies in that it tries to understand the energetics which go into the observed

structural distortions. In the context of Ni2MnGa, the distortions also lead to spectral weight trans-

fer away from the Fermi energy region in the martensitic phase. This has led to the nomenclature

of a band Jahn-Teller effect. This however is not a generic feature of all martensitic transitions.

Ye et al. [22] have experimentally observed spectral weight transfers for some compositions of

Ni2Mn1+xSn1−x (x = 0.36 and 0.42). Further, the microscopic mechanism is different from here

as it is operative only at off-stoichiometric compositions [17]. It is the Ni-Mn hybridization and

Sn lone pair effect on Ni which are operative in these off-stoichiometric compounds, which drive

the martensitic transition. However, the Sn lone pair effect alone is unable to drive the structural

transition at the stoichiometric limit. Additionally there are examples beyond the martensites in

which the band Jahn-Teller effect is operative [7]. The study of these systems will be the purview

of future work.

3.4 Conclusion

The origin of the band Jahn-Teller effect has been examined considering the example of Ni2MnGa.

In contrast to the conventional Jahn-Teller effect operative in localized systems, here, one finds that

one has delocalized states at the Fermi level. The electrostatic potential generated by the electrons

on Mn at the Ga site are believed to drive the distortions which result in the lifting of degeneracy

of the three-fold degenerate p orbitals on Ga. Thus, large crystal field effects are responsible for

the degeneracy lifting/band Jahn Teller effect which drive the martensitic transition. The systems

in which it doesn’t happen could be those in which the crystal field effects are smaller. In those

instances, the energy cost of the distortion is large and does not equal the lowering due to the

degeneracy lifting of the levels. In the systems in which one has a transition, it is accompanied by

a redistribution of the density of states associated with the Ga p states as well as the Ni d and Mn

d states admixed with these states.
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4.1 Introduction

The microscopic mechanism that drives the martensitic transition in Heusler alloys is of great

interest for last few years which would help us to identify which materials would undergo this

martensitic structural transition. Fermi surface nesting [1] and soft phonon modes [2] have often

been invoked to explain the martensitic transformation, with the microscopic origin usually being

associated with a band Jahn Teller effect [3]. These reasons however do not seem to be valid across

all systems. Examples among Heusler alloys are seen, where inspite of a soft phonon mode being

found in the calculations, no martensitic transformation has been observed [4]. We consider the

example of compounds given by Ni2Mn1+xSn1−x. The unusual feature of this class of compounds

is that the martensitic transition is seen only for off-stoichiometric compositions where x ranges

from 0.36 to 0.80 in contrast to other martensites such as Ni2MnGa where the transition is seen

for stoichiometric members. The martensitic transition in Ni2MnGa has been explained by Jahn-

Teller effects [3]. On the other hand the usual explanation offered in the case of Ni2Mn1+xSn1−x

is the increased hybridization between the Ni and Mn d states being responsible for the observed

martensitic transition [5]. This effect should be present in the stoichiometric composition also, and

these ideas do not explain why one doesn’t have a martensitic transition there.

In this chapter the origin of the martensitic phase transformation has been elucidated consider-

ing several compositions of Ni2Mn1+xSn1−x. Moreover, the site occupation of the alloying atoms

in the lattice is one of the basic issues for understanding the alloying effect on the properties. Our

motivation is to investigate the preference of Mn substitution at Sn sites in the cubic L21 austenitic

phase. How does the magnetic moment and structure of Ni-Mn-Sn systems change with Mn sub-

stitution in the ternary alloys? Recently, Sokolovskiy et al. [6] has investigated the magnetic

interactions in austenitic and martensitic phases in different “structural disorder” concentrations.

They have mentioned two types of disorders, “structural” and “chemical” disorder. The “chemical

disorder” in this case is defined as substitution of Sn atoms on Sn sublattice by excess Mn atoms.

In this chapter the character of “chemical disorder” has been investigated.
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4.2 Theoretical Method

The ab-initio calculation is carried out using density functional theory (DFT) [7], with the help of

the projector augmented wave (PAW) [8, 9] method implemented in the Vienna ab-initio simula-

tion package (VASP) [10, 11] within generalized gradient approximation (GGA) [12, 13] for the

exchange-correlation functional. To find out the trend of excess Mn substitution at Sn sites, the

input crystal structure is considered 100 atom superlattice L21 structure for calculation. The con-

ventional vectors are taken as face centered cubic (FCC) basis. The lattice parameters of cubic L21

structure for various compositions (x) of off-stoichiometric Ni2Mn1+xSn1−x were taken from the

linear variation of experimental lattice parameters reported by different research groups [14–17].

The mesh of k- points is taken 4 × 4 × 4 depending on the convergence test of ground state en-

ergy (E0). The Mn at parent site is labelled Mn1 while the Mn doped at Sn site has been labelled

Mn2. The magnetic interaction between Mn1 and Mn2 is antiferromagnetic, while that between

Ni and Mn1 is ferromagnetic. Then with the superlattice structure the self consistent electronic as

well as ionic iterations have been performed starting from initial positions of the atoms. When the

total forces between atoms reach ∼ 10−2 - 10−3 eV/Å , the calculation is stopped and the system

reaches the Kohn Sham (KS) ground-state.

Furthermore, to explain the driving force for martensitic transformation and nature of marten-

sitic structure, different compositions like x = 0.25, 0.375, 0.50, 0.625, 0.75, 0.875 of off-stoichiometric

Ni2Mn1+xSn1−x have been adopted. Monkhorst-Pack k-points mesh of 10×10×10 for 16 atom

unit cell and 10×5×10 for 32 atom supercell were used to perform the k space integrations and

a cut-off energy of 340 eV was used to determine the plane-waves used in the basis. The lattice

parameters of the unit cell as well as the ionic positions have been optimized in each of the cases

considered. An analysis of the electronic structure has been carried out in terms of the band dis-

persions as well as the partial density of states (PDOS) calculated using spheres of radii ∼ 1.3

Å around each atom. The magnetic moments have been reported within the same spheres. Ad-

ditionally an analysis of the electronic structure has been carried out using an interface of VASP

to WANNIER90 [18–20]. A basis consists of Ni s and d, Mn s and d as well as Sn p states. A
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mapping of the Blöch states is made onto Wannier functions, localized on the respective atoms

with their angular parts given by the relevant spherical harmonics, via a unitary transformation.

A unique transformation is obtained with the requirement of minimizing the quadratic spread of

the Wannier functions. The criterion of convergence was that the spread changed by less than

10−6 between successive iterations. Once the transformation matrices are determined, one has a

tight binding representation of the Hamiltonian in the basis of the maximally localized Wannier

functions.

4.3 Site Occupancy and Magnetic Ground State

When excess Mn atoms are substituted at Sn sites (referred to as Mn2), the Mn2 atoms can occupy

the Sn sublattices in random manner or form clusters of Mn atoms. Adopting ferromagnetic or

antiferromagnetic magnetic configurations of Mn2, various doping configurations have been con-

sidered. If Mn1 are ferromagnetically coupled to Mn2 and the Mn atoms are doped at Sn sites

in such a way that some Mn atoms form clusters in the supercell, then the configuration is called

ferro-cluster. Similarly, this nomenclature is applicable for other configurations also. When Mn1

are antiferromagnetically coupled to Mn2 and a cluster of Mn atoms is formed, then the configu-

ration is called antiferro-cluster. If the magnetic coupling between Mn1 and Mn2 is ferromagnetic

and the doping of Mn is random at Sn sites, then the configuration is called ferro-random. When

the magnetic coupling between Mn1 and Mn2 is antiferromagnetic and the Mn atoms are doped

at random Sn sites, then the configuration is called as antiferro-random. In figs. 4.1 (a) and (b), a

particular cluster and random configuration of Ni2Mn1.4Sn0.6 supercell structure with the conven-

tional vector as FCC basis have been shown. The Mn cluster region is indicated by the yellow oval

shape and random doping of Mn atoms is indicated by arrows. Now to know which configuration is

energetically favorable, the formation energy of Ni2Mn1+xSn1−x for different x compositions has

been calculated for the four different configurations of supercell structures of x ≤ 0.40. For each

x composition, a representative Mn doping configuration of each cluster and random arrangement

has been considered. The formation energy per unit cell of Ni2Mn1+xSn1−x as a function of doped
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Figure 4.1 (a) Cluster and (b) Random configuration of Ni2Mn1.4Sn0.6 supercell.

Mn concentration is plotted in fig. 4.2 for different magnetic and structural configurations. From

the fig. 4.2 it is observed that, the antiferro-random configuration has the lowest formation energy.

This is the most stable configuration of Ni2Mn1+xSn1−x. It should be noted that antiferromagnetic

interactions are observed in the whole composition range upto x = 0.40 of L21 cubic structure,

which is exactly same as Sokolovskiy et al. result [6]. The average inter-atomic bond-lengths are

found to be higher in the cluster regions than the other regions in the antiferro-cluster configuration.

But, the average inter-atomic bond-distances in the different regions of antiferro-random configu-

ration are almost same. So, the average strain in the antiferro-cluster configuration is higher than

that of antiferro-random configuration. This large strain in antiferro-cluster configuration costs

higher formation energy than antiferro-random configuration. Hence antiferro-random configura-

tion is the lowest energy configuration. It is observed from fig. 4.2, the formation energy increases

with doped Mn concentration. So, the off stoichiometric alloys of Ni-Mn-Sn system cost more

energy in the austenitic phase with L21 structure than stoichiometric alloy. It is also observed that,

the formation energy of different configurations are very much near to each other upto x= 0.20 and

the separation of formation energy of different configurations increases suddenly from x = 0.32.

This rapid difference of formation energy between antiferro-random and ferro-random configura-
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Figure 4.2 Formation energy per unit cell plot of Ni2Mn1+xSn1−x with x concentration
of different configurations.

tion around x ≈ 0.32 indicates the destabilization of the ferromagnetic order in cubic austenitic

phase of Ni-Mn-Sn and favors the appearance of antiferromagnetic exchange interactions. The

exchange interaction is short range which is confirmed by the random configuration of Mn atoms

substitution. Interestingly, it has been found experimentally that alloys with composition x ≥ 0.36

undergo martensitic transformation [5]. Thus, the increase in antiferromagnetic exchange between

Mn1 and Mn2 beyond a particular composition can be associated to one of the triggering factors

of structural instability. We obtain the most favourable magnetic configuration of Ni2Mn1+xSn1−x
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as antiferromagnetic coupling between Mn at Mn sites and Mn at Sn sites, which sustains from

very low Mn doping concentration to higher Mn doping concentration. This result matches with

findings from other groups [5, 6, 21–30]. Mn-Mn distances in off-stoichiometric Ni-Mn-Sn sys-

tems are smaller than the stoichiometric compound which introduces antiferromagnetic exchange

interaction between Mn-Mn nearest neighbours [22].
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Figure 4.3 (a) Average total magnetic moment (µB/unit cell) and average partial moments
of Ni (b), Mn1 (c), Mn2 (d) and Sn (e) variation of Ni2Mn1+xSn1−x with x concentration.

Due to antiferromagnetic exchange interaction the magnetic moment of the system decreases

with doped Mn concentration. Figs. 4.3 (a), (b), (c), (d) and (e) show the variation of average

total magnetic moment per unit cell and average partial moments of Ni, Mn1, Mn2 and Sn with
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x concentration, respectively. Kanomata et al. [23, 25] has also reported that the magnetic mo-

ments per formula unit in the austenitic phase of Ni2Mn1+xSn1−x decreases with increasing x.

It should be noted that the magnetic moment in the stoichiometric Ni2MnSn (x = 0) alloy total

magnetic moment (µm) ≈ 4µB/formula unit. The magnetic moment of Mn1 contributes more in

total magnetic moment of the system. Due to above shown (in fig. 4.3) change in average mag-

netic moment of Mn1, Mn2 and Ni with increasing concentration of doped Mn2, average total

moment of the system decreases accordingly. Contribution of Sn moment in average total mo-

ment of the system is negligible. So, the total magnetic moment of the system can be written as

µ(x) = 2×µNi +(1−x)×µMn [31] where the Ni moment µNi is varied around the stoichiometric

value 0.2 µB and Mn moment µMn is varied around the stoichiometric value 3.4 µB. Planes et

al. [32] have reported a similar relation for the total magnetic moment for Ni-Mn-Z (Z = Ga, In,

Sn and Sb) and pointed out that the total magnetic moment of these systems, which are plotted as

function the electron concentration, follow the Slater-Pauling curve with the same slope. From fig.

4.3 (c) it is observed that the average magnetic moment of Mn2 is constant upto x . 0.28 and after

that magnetic moment suddenly increases. As, the concentration of doped Mn2 increases, the an-

tiferromagnetic domain increases. So, average magnitude of magnetic moment of Mn2 increases.

Consequently, the growth of antiferromagnetic domains at x ≥ 0.28 destabilizes the ferromagnetic

order in austenitic phase. Moreover, from the phase diagram of Ni2Mn1+xSn1−x [23, 25] one can

infer that the martensitic transition starts around x & 0.3 and before this concentration there is no

martensitic transition. Sokolovskiy et al. [6] has also predicted the same trend by theoretical cal-

culation. So, the effect of Mn2 plays important role in martensitic transformation from x & 0.30

composition.

4.4 Driving force for martensitic transformation

To understand the driving force for martensitic transformation more microscopically, we con-

tinue our discussion starting from stoichiometric composition and then considering other off-

stoichiometric compositions. The experimentally reported unit cell of Ni2MnSn is cubic with a
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lattice parameter of 6.05 Å [33]. Carrying out an optimization of the lattice parameter within our

calculations, the theoretical lattice parameter is found to be 6.06 Å and the structure remains cu-

bic. The variation of the ground state energy (per unit cell) as a function of the axial ratio, c/a

of Ni2MnSn has been shown in fig. 4.4 which reveals that the ground state energy of the system

has the lowest energy at c/a = 1. The distances between Ni and Mn as well as between Ni and
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Figure 4.4 The ground state energy (per unit cell) as a function of the axial ratio, c/a of
Ni2MnSn.

Sn are found to be 2.62 Å. In contrast to what we find in Ni2MnSn, Ni2MnGa is found to undergo

a structural transformation and favors a tetragonal phase at low temperature. This suggests that

an important role is played by the p block-element in inducing the martensitic transformation. In

order to understand this further we examine the atom and orbital projected partial density of states.

This is shown in fig. 4.5. This implies that the cubic structure is the most favorable structure of

Ni2MnSn which shows no martensitic transformation. Ni d states are found to contribute in the

energy window -4 to 2 eV, which is also the energy window in which Mn 3d states contribute. Sn
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energy EF is at 0 eV. The upper/lower panel is for the majority/minority spin channel.

5p states are found to have a low weight in the same energy window. Sn 5s states are localized and

are found to contribute -8 to -10 eV below the Fermi level, with low weight in the unoccupied part.

These states have been referred to as lone pair states as they are not involved in any bonding with

the neighbouring atoms. This indicates that the electronic structure of Ni2MnSn emerges from the

bonding of the Ni 3d and Mn 3d states. Examining the Mn d PDOS, one finds that the majority

spin states are completely filled while the minority spin states are empty, indicating a d5 configu-

ration at the Mn site. The exchange splitting of the Mn d states and the Ni d states are found to be

in the same direction.

Now when one of the Sn atoms is replaced by Mn, corresponding to the composition Ni2Mn1.25Sn0.75,

we find that despite allowing for changes in the cell shape upon optimization, the structure remains

cubic. The optimized lattice constant is found to 5.99 Å as against 6.06 Å that was found for

the parent compound. The variation of the ground state energy (per unit cell) as a function of the

axial ratio, c/a of Ni2Mn1.25Sn0.75 has been shown in fig. 4.6. It is evident that the ground state

energy of the system has the lowest energy at c/a = 1. The absence of a tetragonal transition at
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Figure 4.6 The ground state energy (per unit cell) as a function of the axial ratio, c/a of
Ni2Mn1.25Sn0.75.

this composition, which is usually associated with the existence of a martensitic transition, is con-

sistent with experiment. There is also a volume contraction found when we replace Sn with Mn.

This is expected as the ionic radius of Mn is smaller than that of Sn. The bond lengths between

Ni-Mn1, Ni-Mn2 and Ni-Sn are found to be 2.57 Å , 2.52 Å and 2.62 Å (shown in fig. 4.7) as

against the bondlengths of 2.59 Å found before the atomic relaxations. There is a reduction in the

Ni-Mn bondlengths, with a larger reduction in the Ni-Mn2 bondlengths. The decrease of Ni-Mn2

bond-lengths are uniform in all diagonal directions. The direction of movement of Ni atoms to-

wards Mn2 atom has been shown in fig. 4.8. Thus the structure remains in cubic having smaller

lattice parameter.

We then consider the composition x = 0.375 in the formula Ni2Mn1+xSn1−x. This is close

to the composition x = 0.36 at which point one finds the onset of the martensitic transitions in

experiment. This can be realized in a 32 atom supercell. Starting with a cubic unit cell one finds

that a tetragonal unit cell is favored at the end of the unit cell optimization with lattice parameters
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Figure 4.7 Ni-Mn1 and Ni-Mn2 bond distances in Å unit, after full relaxation of cubic
structure of composition x = 0.25, 0.375 and 0.50 of Ni2Mn1+xSn1−x. The direction of
magnetic moment on each atom has been indicated by arrow.

a = 6.83 Å, b ≈ c = 5.55 Å, resulting in a tetragonality a/c ≈ 1.23. However, the tetragonality

reported in experiment [33–35] is ∼ 1.10. This might be due to structural disorder which are not

accounted for in the theoretical calculation. The difference in the lattice parameters by GGA based

DFT and the experiment has been also reported for Ni-Mn-Ga system [36]. Moreover, one finds

a reduction in some of the Ni-Mn bond lengths. These are found to be in the range 2.50-2.64

Å for Ni-Mn1, 2.53-2.54 Å for Ni-Mn2. Additionally there is a substantial increase of the Ni-Sn

bond lengths from the stoichiometric compound. The question that follows is whether this aids the

tetragonality and how. Understanding this would help us to explain the observed martensitic phase

transition.
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Figure 4.8 The direction of movement of Ni atoms towards Mn2 atom of composition x
= 0.25.

We then continue the discussion by considering the composition x = 0.50. Here again one finds

that there is a reduction in Ni-Mn1 and Ni-Mn2 bond lengths. Additionally there is a tetragonal

unit cell which is found to be favored for different combinations of x = 0.50 which is the indicator

of the martensitic transition.

In fig. 4.7, fully relaxed crystal structures of initial cubic structure of composition x = 0.25,

0.375 and 0.50 of Ni2Mn1+xSn1−x have been shown. In each case the optimized Ni-Mn1 and

Ni-Mn2 bond lengths have been indicated. Examining the structures closely, we can identify a

pattern that emerges in the relaxations. Ni atoms are found to move towards Mn2 atoms, with

their bondlengths with Sn increasing. Their movement towards Mn1 atoms is less though at larger

concentrations they move towards those Mn1 atoms which are nearest neighbors of Mn2. This is

consistent with extended X-ray absorption fine structure (EXAFS) measurements of Ni2Mn1.4Sn0.6

[37] where one finds that Ni-Mn bond lengths decrease upon martensitic transformation. In the low

temperature martensitic phase in the case of Ni K-edge, Ni-Mn and Ni-Sn bond lengths are 2.569
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Å and 2.607 Å changing from 2.595 Å . This seems surprising at first and the question we ask

next is what are the underlying energetics that dictate the Ni movement. At x = 0.25 we find that

both Mn1 and Mn2 have an almost d5 configuration though their exchange splittings are opposite

in direction. This results in stronger hybridization between Ni and Mn2 atoms, compared to that

with Mn1. This is the reason the Ni atom moves towards Mn2. As x is increased, one has Mn1

and Mn2 atoms occupying nearest neighbor sites. They interact with each other and as a result

one finds a deviation of Mn1 from a d5 configuration, found at x = 0.25. This results in a smaller

moment on those Mn1 atoms which are closer to Mn2 and is found to be 3.383 µB as against 3.486

µB for the stoichiometric Ni2MnSn. Now one finds that Ni atoms can gain energy from hopping of

electrons from both Mn1 (only the low moment atoms) and Mn2. The schematic representation of

this has been shown in fig. 4.9. This is what we find for x = 0.375 and beyond. The Ni atoms move

Figure 4.9 Schematic representation of Ni-Mn1 and Ni-Mn2 interactions for x < 0.375
and x ≥ 0.375.

towards both Mn1 and Mn2. Consequently, the resultant movement is along a lattice parameter.

Hence in each case one finds that the lattice parameter increases along the direction of movement
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and there is further lowering of energy. The natural question that follows is why does the Ni atom

move away from a centro-symmetric position towards the Mn atoms.

In each of the structures shown in fig. 4.7, one finds that the movement of the Ni atoms is

away from the Sn atoms. The reason for this is apparent when we plot the line profile of the Sn 5s

charge density along the Sn-Mn and Sn-Ni bonds of Ni2MnSn in fig 4.10. The chosen Mn atom
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Figure 4.10 Line charge density of the Sn 5s states along the Sn-Mn and Sn-Ni bond. The
respective bondlengths are indicated in parentheses.

is further away and is at 3.03 Å from the Sn atom. However, the Ni atom is at 2.62 Å from

the Sn atom. If there were strong covalent interactions between the Ni and Sn atoms, one would

expect the charge density to be more delocalized along the bond. Instead we find that the charge

density is more localized along the Sn-Ni bond than along the Sn-Mn bond, the spread reflecting

the increased separation of the pair of atoms. This verifies that the driving force of the distortions

is additionally the repulsion the electrons on Ni face from those on Sn. The schematic diagram of

movement of Ni atom due to Ni-Mn hybridization in cubic structure and further elongation of the

structure along one direction due to Sn lone pair repulsion on Ni electrons has been shown in fig.

4.11.

An alternate explanation for the martensitic transition that has been offered has been the band

Jahn Teller effect. The idea is that Jahn Teller distortions lift the degeneracy of the d orbitals. This
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Figure 4.11 Schematic diagram of movement of Ni atom due to Ni-Mn hybridization in
in cubic structure and further elongation of the structure along one direction due to Sn
lone pair repulsion on Ni electrons.

is aided by tetragonality and hence the conclusion that Jahn-Teller distortions drive the martensitic

transition. In order to quantify this we map the ab-initio band dispersions for x = 0.50 to a tight

binding model which included s and d orbital states of Ni and Mn and p orbital states of Sn

in the basis. Maximally localized wannier functions were considered for the radial parts of the

wavefunction. The tight-binding bands are superposed on the ab-initio bands of unstable cubic

and fully relaxed tetragonal structure in figs. 4.12 (a) and (b), respectively.

In both cases, one finds an excellent mapping of the ab-initio band structure within the tight-

binding model. The relative on-site energy of Ni d states with respect to dxz spin up state are

listed in Table 4.1. The changes one finds in the energies are small. This suggests that Jahn-Teller

distortions associated with Ni d states cannot be the driving force for the martensitic transitions

seen in this system. Our fitting of ab-initio band structure did not give us good enough description

of the Sn p states and so we could not talk of the effect of the distortion on the on-site energies of

the Sn p states. Thus our analysis reveals that the lone pair effect of Sn 5s electrons is the main

triggering factor for additional tetragonality.
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Figure 4.12 The tight-binding (circles) as well as the ab-initio band structure (solid line)
of Ni2Mn1.5Sn0.5 in the (a) cubic and the (b) fully relaxed tetragonal phase.
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Table 4.1 Relative on-site energies with respect to spin up dxz state of Ni in cubic and
fully relaxed tetragonal structure of of Ni2Mn1.5Sn0.5.

Cubic Unit cell Tetragonal unit cell

Atom Orbital Spin up Spin down Spin up Spin down

dz2 0.11 0.27 -0.01 0.24

dxz 0.0 0.12 0.0 0.05

Ni dyz 0.07 0.23 0.06 0.03

dx2−y2 0.10 0.30 0.02 0.10

dxy 0.03 0.15 0.03 0.19

4.5 Theoretical realization of Orthorhombic structure

Though theoretical ab-initio calculation predicts the tetragonality of the martensitic phase of the

Ni-Mn-Sn system, experimental results [17, 33, 38] show that the martensite phase of Ni-Mn-Z (Z

= In, Sn, Sb), transformed from cubic austenite phase, has orthorhombic structure. Now to check

if there is any orthorhombicity in the theoretical structure, the symmetry in ab, bc or ac plane

has to be broken. That is why, the crystal structure is doubled in b direction and the structure

is fully relaxed for all possible combinations. All these combinations are formed due to various

distribution of doped Mn atoms. In fig. 4.13, the energetically stable combination of 32 atom

supercell of Ni2Mn1.5Sn0.5 has been shown after doubling the stable tetragonal 16 atom unit cell

structure. After full relaxation, the supercell structure achieves the lattice parameters a = 7.18 Å,

b = 5.32 Å and c = 5.38 Å for this combination. Thus the energetically stable orthorhombic unit

cell structure having lattice parameters a = 7.18 Å, b = 5.32 Å and c = 5.38 Å of Ni2Mn1.5Sn0.5 is

obtained. It is important to note that, this idea of doubling the b-axis is similar to the experimentally

obtained 4O structure [35]. Interestingly, in the above said energetically stable combination the

Mn atoms are doped at random Sn sites. Due to random distribution of Mn atoms at Sn sites, the

symmetry in all directions breaks, which favors the orthorhombic character of the structure. The

total density of states (TDOS) and partial density of states (PDOS) of Ni 3dx2−y2 and d3z2−r2 of

the orthorhombic structure doubled along b-axis are shown in fig. 4.14. The TDOS near the Fermi

energy (EF) indicated by an arrow decreases due to the orthorhombic structural transformation

from cubic phase. It confirms the experimental observation by Ye et al. [5] that the spectral weight
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Figure 4.13 The energetically stable combination after doubling the stable tetragonal
structure of Ni2Mn1.5Sn0.5 .
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near Fermi energy of x = 0.36 & 0.42 reduces due to martensitic transformation.

4.6 Conclusions

In summary, when the Mn atoms are doped at the Sn sites of Ni2Mn1+xSn1−x, the random kind of

distribution of Mn is energetically favorable. Mn at Mn sites are antiferromagnetically coupled to

Mn at Sn sites. So, magnetic moment of the Ni-Mn-Sn system decreases with doped Mn concen-

tration with the growth of random antiferromagnetic domains at x & 0.3. Furthermore, we have

investigated the structural properties of Ni2Mn1+xSn1−x by means of ab-initio density functional

theory. We have obtained martensitic transformation for x ≥ 0.375 which is in good agreement

with the experimental value of x ≥ 0.36. The relative on-site energies of Ni d states in cubic and

fully relaxed tetragonal structure of Ni2Mn1.5Sn0.5 reveals that the changes in the energies are

very small and the Jahn-Teller effect associated with Ni d states cannot be the driving force for

the martensitic transitions seen in this system. It is the Ni-Mn hybridization and Sn lone pair ef-

fect on Ni which makes the cubic structure unstable and triggers the structural transformation for

Ni-Mn-Sn systems.

Additionally, it should be noted that the formation of plane of Mn atoms gives rise to develop-

ment of theoretical tetragonal structure in Ni2Mn1.5Sn0.5. However, the system has the tendency

to go to more energetically favorable orthorhombic structure when the symmetry in all directions

is broken by random distribution of Mn atoms in the supercell.
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5.1 Introduction

The new class of off-stoichiometric magnetic shape memory alloys that exhibit shift of martensitic

transition to lower temperature with applied magnetic field have gained adequate scientific atten-

tion due to shift induced attractive properties like giant magnetocaloric effects [1], giant magneto-

resistance [2], magnetic shape memory effects [3] and exchange bias effects [4]. These fascinating

properties make the alloys a potential candidate for applications in solid-state magnetic refriger-

ation [1], magnetic actuators [5, 6] and magnetic sensors [6], spintronics [7], magnetic record-

ing [8, 9] etc. This class of material is very important for replacing present way of cooling with

hazardous gases. The above properties arise due to martensitic structural phase transition accom-

panied by magnetic phase change. Thus martensitic magneto-structural transformation plays an

important role in various applications of Heusler alloys.

Since the pioneering work on exchange bias (EB)effect by Meikleohn and Bean in 1956 [10],

this phenomenon has been explored extensively due to its various applications in spintronics, mag-

netic recording and sensors devices [6–9, 11–14]. It was usually observed in materials with in-

terface between different magnetic phases such as ferromagnetic (FM)-antiferromagnetic (AFM),

FM-spin glass (SG), AFM-ferrimagnetic (FI), and FM-FI phases [10, 15–18] during cooling with

magnetic field. The conventional exchange bias effect is ascribed to ferromagnetic unidirectional

anisotropy formed at the interface between different magnetic phases in the process of field cooling

(FC).

An unusual EB effect under zero-field-cooled-heating (ZFC) has also been obtained in different

systems, such as Mn2PtGa alloy [19], BiFeO3Bi2Fe4O9 nanocomposite [20],YMnO3 nanoparticles

[21], La1.5Sr0.5CoMnO6 polycrystalline ceramics [22], Pr1−xCaxMnO3 nanosheet [23], antiper-

ovskite compound PdNCr3 [24], Co0.8Cu0.2Cr2O4 [25],Y0.9Pr0.1CrO3 ceramics [26] and La0.5Sr0.5Mn0.8

-Co0.2O3 ceramics [27]. The appearance of such ZFC-EB effect is related to newly formed inter-

face with AFM unidirectional anisotropy, and the formation or growth of FM (or superferromagnet)

domains at the expense of pinning subsystem (AFM matrix or spin glass).

Interestingly, the unusual ZFC-EB effect is also found in many off-stoichiometric Ni-Mn-Z (Z
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= In and Sn) [4, 28], Ni2Mn1.4Ga0.6 [29], Ni50Mn36Co4Sn10 [30] Heusler alloys with martensitic

transition. In off-stoichiometric Ni-Mn-Ga alloys, the ZFC-EB effect is believed to be due to ir-

reversible growth of ferromagnetic domains that change from non-percolating to percolating state

and, consequently, forms the unidirectional anisotropy at the interface [29]. In Ni50Mn36Co4Sn10

Heusler alloy, the enhancement of antiferromagnetism induces a strong interaction with super-

ferromagnetic (SFM), super spin glass (SSG), and superparamagnetic (SPM) domains resulting

in ZFC-EB effect [30]. In Ni-Mn-Z (Z = In, Sn) alloys the occurrence of ZFC-EB effect is at-

tributed to the SFM unidirectional anisotropy below the blocking temperature (TB). The probable

origin is argued to be purely magnetic and does not originate from structural modifications due to

martensitic transition [28]. However, it is important to mention that in Heusler alloys magnetic and

structural transitions driven multifunctionality are caused by magneto-structural coupling [31–40].

The magnetic behavior influences the crystal structure causing the martensitic transition in

Ni-Mn based Heusler alloys [41]. In Ni2Mn1+xSn1−x as x is increased, the magnetic exchange

interactions between doped Mn at Sn site (Mn2) and the neighboring Mn at parent Mn site (Mn1)

lead to substantial deviation from a perfectly d5 character on Mn1 in cubic austenitic structure.

This then allows for energy gain from both Mn1-Ni and Mn2-Ni hybridization. So the Ni atom

moves towards both Mn1 and Mn2. This results in a resultant force along a lattice parameter

in the cubic structure giving rise to structural instability. Thus, the magnetic state of the Mn atom

triggers the instability in the cubic phase and further presence of Sn lone pair repulsion to electrons

on neighbouring atoms gives rise to the martensitic structural transition [41]. This implies that the

magnetic state and crystal structure are coupled to each other. Thus it requires a detailed insight

into the crystal structure of Ni-Mn-Sn Heusler alloys and careful analysis to check whether the

crystal structure influences the magnetic behavior even below martensitic finish temperature under

ZFC.

In Ni-Mn-Sn martensitic phase ferromagnetic and antiferromagnetic magnetic phases co-exist.

The antiferromagnetic coupling occurs between Mn1 and Mn2 [42, 44–46]. This occurs due to

the decrease in Mn-Mn bond length. This happens by decrease in lattice parameter along one

direction and increase along other directions [41]. At low temperatures the antiferromagnetic
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exchange interaction changes due to change in crystal structure and contributing phases [47]. This

might play important role in producing unusual exchange bias effect under ZFC. Despite intense

research on the martensitic structure of Ni-Mn-Sn, the structure is still debatable. The X-ray

diffraction reveals that the martensitic structure is mainly modulated structure. Depending on

the sample preparation conditions and the doping concentration of Mn, the modulations could be

4O orthorhombic, 10M (or 10O) orthorhombic, 14M monoclinic and L10 (unmodulated double

tetragonal) [31, 32, 42]. Recently, mixed modulated martensitic phase has also been confirmed for

different compositions of Ni-Mn-Sn [43]. The crystal structures of martensitic phase are confirmed

to be 14M modulated structure for Ni2Mn1.64Sn0.36, mixed modulated structure 4O + 10M + L10

for Ni2Mn1.56Sn0.44 and 4O structure for Ni2Mn1.48Sn0.52, respectively. Moreover, substitution of

Sn with Mn increases valence electron concentration (e/a) and the phase transition temperatures.

With increasing e/a the crystal structure of the martensitic phase transforms in a sequence of 4O

→ 10M → 14M → L10 during the phase transformation of bulk Ni-Mn-Sn alloys. The literature

has many different reports on the crystal structure of Ni-Mn-Sn. Thus, the martensitic structure of

Ni-Mn-Sn needs to be revisited in more details. The magnetic and structural relationship needs to

be established to explain low temperature magnetic phenomena, e.g., ZFC exchange bias effect.

Moreover, the theoretical electronic structure could be supported by calculated electronic structure

using experimental crystal structure parameters. The crystal structure changes with temperature

gives rise to significant reconstructions in density of states.

In this chapter, the crystal structure as a function of temperature for Ni2Mn1+xSn1−x (x =

0.40 and 0.44) alloys are investigated till 10 K under cooling and heating (without magnetic field)

condition. In the martensitic phase the co-existence of 4-layered (4L) and 14-layered (14L) or-

thorhombic crystal structure is revealed. Interestingly, the phase fraction of 4L and 14L crystal

structures change with temperature. The changes occur at temperatures where magnetic tran-

sitions also occur. This implies that there is a possible coupling between crystal structure and

magnetic behavior. In order to establish the relation, the magnetic exchange parameter (J) between

first nearest neighbour Mn1-Mn2 is calculated for 4L and 14L structures finding out the magnetic

ground state of these two structures. The calculation reveals the antiferromagnetic exchange inter-
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action with different strength of antiferromagnetic coupling for 4L and 14L orthorhombic crystal

structure. Important to note that not only ferromagnetic-antiferromagnetic domains co-exists, also

different strength of antiferromagnetic coupling exists. Thus, frustrated state of martensitic phase

arises that causes spin-glass-like behavior of Ni2Mn1+xSn1−x (x = 0.40 and 0.44). This possibly

leads to exchange bias phenomena even under ZFC. Thus, crystal structure of martensitic phase

affects the magnetic behavior of Ni-Mn-Sn in martensitic phase.

5.2 Experimental and Theoretical Method

The polycrystalline ingots of Ni2Mn1+xSn1−x (x = 0.40, 0.44, 0.48 & 0.52) alloys are prepared

by arc melting appropriate amount of high purity (≥ 99.99 %) constituent elements under argon

atmosphere and were annealed at 1173 K (24 hours) with subsequent quenching to ice water. The

polycrystalline ingots are crushed to very fine powder and annealed again at 1173 K (12 hours)

followed by quenching to ice water. The alloys are characterized as mentioned in Ref. [2]. The

structural and magnetic transition temperatures are determined by differential scanning calorime-

try (DSC) measurements (fig. 5.1) and magnetization behavior. The transition temperatures, i.e.,

martensitic start (Ms), martensitic finish (Mf), austenitic start (As) and austenitic finish (Af) are

tabulated in Table 5.1. Below room temperature, x = 0.40 and 0.44 transform from ferromagnetic

Table 5.1 The structural and magnetic transition temperatures of x = 0.40, 0.44, 0.48 &
0.52, obtained from DSC and magnetization. The maximum error is ±10 K [2].

Composition Ms Mf As Af TM
C TA

C TB

(x) (K) (K) (K) (K) (K) (K) (K)

0.40 189 159 173 208 - 326 70

0.44 260 229 245 275 - 323 80

0.48 396 353 368 407 231 320 130

0.52 416 378 388 425 175 - 106

austenitic phase to mixed magnetic martensitic phase where co-existence of ferromagnetic and

antiferromagnetic coupling is reported [42, 44–46]. In these systems the Mn2 is antiferromagnet-
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Figure 5.1 Exothermic and endothermic behavior of Ni2Mn1+xSn1−x (0.40, 0.44, 0.48
and 0.52) using differential scanning caloriemetry during cooling and heating, respec-
tively [2].

ically coupled to Ni and Mn1 [42, 44–46], whereas Mn1 is ferromagnetically coupled to Ni. The

temperature dependent X-ray powder diffraction (XRD) measurements are performed using syn-

chrotron radiation of energy 18 KeV from room temperature to 10 K and reverse at Indian Beam

line, Photon factory, KEK, Japan. The thermo-susceptibility behaviour is recorded during heating

after cooling to 10 K under zero field.

Since, during cooling, the martensitic transition temperatures are well below 300K, the clarity

of phases during cooling is better. While heating even at 300 K the system does not fully transform

to austenitic phase. It has some martensite fraction in austenitic phase in both x = 0.40 and 0.44.

Hence, XRD during cooling is compared with magnetic results.
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The magnetic exchange parameter between first nearest neighbour Mn1-Mn2 of 16 atom unit

cell of x = 0.50 is calculated using experimentally obtained lattice parameters at different tempera-

tures of x = 0.44 on the basis of the idea of ising model where the energy of any spin system can be

described by E =− ∑
i̸= j

Ji jSiS j. The theoretically adopted composition x = 0.50, close to x = 0.44,

shows martensitic transformation in 16 atom unit cell structure. The nature of transformation in x

= 0.50 is similar to x = 0.44. So, the behaviour of exchange parameter of x = 0.50 can be attributed

to the nature of magnetic exchange in x = 0.44. The ab-initio calculations are performed using

the projector augmented wave (PAW) method as implemented in the Vienna ab-initio simulation

package (VASP) [48] code within generalized gradient approximation (GGA) for the exchange

correlation functional. Monkhorst-Pack k-points mesh of 10 × 10 × 10 is used for calculation.

5.3 Results and Discussion

5.3.1 Temperature variations of crystal structure

The X-ray diffraction patterns of x = 0.40 composition in austenitic phase at room temperature

in both cooling and heating cycle are shown in fig. 5.2. The crystal structure is cubic L21 having

lattice parameter a ≈ 5.98 Å with crystal symmetry Fm3m. The temperature dependent diffraction

patterns with proper peak indexing for x = 0.40, 0.44, 0.48 and 0.52 are shown in fig. 5.3, fig. 5.4,

fig. 5.5 and fig. 5.6, respectively. The LeBail fitting is employed (as discussed in Chapter 2) to

extract out the contributing phase information and corresponding lattice parameters. Initially, the

LeBail fitting is done for the diffraction patterns of all the samples by 4L modulated orthorhombic

structure with space group Pmma in martensitic phase which is similar to the previous reported

results [42, 49]. The diffraction patterns at 200 K of x = 0.40 and at 255 K & 265 K of x =

0.44 are indexed properly by 4L martensitic structure and cubic L21 structure. For x = 0.48 and

0.52, the XRD patterns at all temperatures below 300 K, could not be indexed appropriately by 4L

structural phase only. These two compositions are in martensitic phase below 300K. Afterward,

the patterns were fitted only by 14L modulated structure. Again fittings are not satisfactory. Then
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Figure 5.2 Room temperature synchrotron X-ray diffraction pattern indexed by L21 and
4-layered orthorhombic crystal structure of x = 0.40 in (a) cooling and (b) heating cycle.
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Figure 5.3 Temperature variation of synchrotron X-ray diffraction pattern indexed by co-
existing 4-layered and 14-layered orthorhombic crystal structure of x = 0.40 in (a) cooling
and (b) heating cycle.
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Figure 5.4 Temperature variation of synchrotron X-ray diffraction pattern indexed by co-
existing 4-layered and 14-layered orthorhombic crystal structure of x = 0.44 in (a) cooling
and (b) heating cycle.



5.3 Results and Discussion 113

Figure 5.5 Temperature variation of synchrotron X-ray diffraction pattern indexed by co-
existing 4-layered and 14-layered orthorhombic crystal structure of x = 0.48 in (a) cooling
and (b) heating cycle.
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Figure 5.6 Temperature variation of synchrotron X-ray diffraction indexed by co-existing
4-layered and 14-layered orthorhombic crystal structure of x = 0.52 in (a) cooling and (b)
heating cycle.
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the diffraction peaks of both the compositions are indexed by both 4L and 14L orthorhombic

structures. All the diffraction peaks could be indexed accurately. Thus, martensitic phase has

two co-existing orthorhombic structures, namely, 4L with space group Pmma and 14L with space

group P2/m having slight monoclinicity. The 14M orthorhombic structure was also proposed by

Santos et al. [50, 51] for Ni2Mn1.48Sn0.52 ribbons, Brown et al. [52] for Ni2MnGa and Ranjan et

al. [53] for Ni2Mn1.05Ga0.95. Similarly, the low temperature (below 200 K for x = 0.40 and below

255 K for x = 0.44) diffraction behavior of x = 0.40 and x = 0.44 compositions are fitted well with

4L and 14L orthorhombic crystal structure.

The mixture of two structures in martensitic phase is, also, found in other Heusler alloys [54–

56]. The transformation from L21 cubic to 4L and 14L takes place by contraction along c-axis

and elongation along b-axis according to Bain transformation. relation: aortho ≈ acubic,bortho ≈
2√
2
bcubic,cortho ≈ 1√

2
ccubic and aortho ≈ acubic,bortho ≈ 7√

2
bcubic,cortho ≈ 1√

2
ccubic, respectively. The

lattice parameters for all the compositions at different temperatures during cooling and heating

cycle are summarized in Table 5.2 and Table 5.3, respectively.

In fig. 5.7, schematic representation of 4L and 14L modulated supercell structure of x = 0.5

are depicted. Where Mn2 is randomly distributed. Here the modulation is along b axis of or-

thorhombic structure. The high temperature phase is cubic L21 austenitic phase. With the decrease

in temperature cubic structure transforms to 4L structure through two times elongation of unit cell

along [011]cubic direction and contraction of a-axis along [100]cubic direction. With further lower-

ing of temperature more elongation gives rise to 14L modulated orthorhombic structure and further

contraction along a-axis. The a-axis contraction of 4L structure is observed, mainly, when 4L and

14L structure co-exist.
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Figure 5.7 Schematic representation of (a) projection on (100) of the L21 cell, (b) fun-
damental unit of the L21 cell which will be Bain transformed; aBain = [100]cubic, the
transformed (c) 4L and (d) 14L supercell. Here the Mn2 is randomly distributed at Sn
sites of Ni2Mn1.5Sn0.5.
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Table 5.2 Lattice parameters and nearest neighbor Mn1-Mn2 bond-lengths of different
structural phases after fitting at various temperatures in cooling cycle for x = 0.40, 0.44,
0.48 and 0.52 compositions.

Compo- Tempe- Struc- Lattice Mn1-Mn2

sition -rature -tural parameter (Å) bond length (Å)

(x) (K) phase (aortho/2)

0.40

300 L21 a ≈ 5.98 2.99

200 4L a ≈ 5.83, b ≈ 8.57, c ≈ 4.30 2.92

L21 a ≈ 5.98 2.99

170 4L a ≈ 5.77, b ≈ 8.71, c ≈ 4.30 2.88

14L a ≈ 5.57, b ≈ 27.48, c ≈ 4.34 2.79

L21 a ≈ 5.98 2.99

150 4L a ≈ 5.74, b ≈ 8.74, c ≈ 4.29 2.82

14L a ≈ 5.60, b ≈ 27.26, c ≈ 4.35 2.80

100 4L a ≈ 5.64, b ≈ 8.63, c ≈ 4.38 2.82

14L a ≈ 5.60, b ≈ 26.95, c ≈ 4.32 2.80

10 4L a ≈ 5.65, b ≈ 8.64, c ≈ 4.38 2.82

14L a ≈ 5.59, b ≈ 26.99, c ≈ 4.37 2.80

0.44

300 L21 a ≈ 5.97 2.985

265 4L a ∼ 5.95, b ∼ 8.60, c ∼ 4.32 2.98

L21 a ≈ 5.97 2.985

255 4L a ∼ 5.93, b ∼ 8.58, c ∼ 4.34 2.96

L21 a ≈ 5.97 2.985

235 4L a ≈ 5.65, b ≈ 8.64, c ≈ 4.39 2.82

14L a ≈ 5.59, b ≈ 28.21, c ≈ 4.40 2.80

L21 a ≈ 5.97 2.985

150 4L a ≈ 5.65, b ≈ 8.64, c ≈ 4.39 2.82

14L a ≈ 5.59, b ≈ 28.63, c ≈ 4.40 2.80

10 4L a ≈ 5.61, b ≈ 8.64, c ≈ 4.39 2.81

14L a ≈ 5.58, b ≈ 28.56, c ≈ 4.41 2.79

0.48

300 4L a ≈ 5.57, b ≈ 8.61, c ≈ 4.39 2.78

14L a ≈ 5.62, b ≈ 28.64, c ≈ 4.40 2.81

150 4L a ≈ 5.58, b ≈ 8.58, c ≈ 4.39 2.79

14L a ≈ 5.63, b ≈ 28.57, c ≈ 4.41 2.82

60 4L a ≈ 5.58, b ≈ 8.59, c ≈ 4.40 2.79

14L a ≈ 5.63, b ≈ 28.66, c ≈ 4.41 2.82

10 4L a ≈ 5.55, b ≈ 8.59, c ≈ 4.40 2.78

14L a ≈ 5.62, b ≈ 28.66, c ≈ 4.41 2.81

0.52

300 4L a ≈ 5.80, b ≈ 8.60, c ≈ 4.41 2.90

14L a ≈ 5.60, b ≈ 28.48, c ≈ 4.48 2.80

160 4L a ≈ 5.42, b ≈ 8.60, c ≈ 4.35 2.71

14L a ≈ 5.60, b ≈ 28.53, c ≈ 4.47 2.80

120 4L a ≈ 5.46, b ≈ 8.60, c ≈ 4.35 2.73

14L a ≈ 5.60, b ≈ 28.53, c ≈ 4.47 2.80

90 4L a ≈ 5.43, b ≈ 8.60, c ≈ 4.35 2.72

14L a ≈ 5.59, b ≈ 28.55, c ≈ 4.47 2.80

10 4L a ≈ 5.43, b ≈ 8.60, c ≈ 4.35 2.72

14L a ≈ 5.59, b ≈ 28.54, c ≈ 4.47 2.80
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Table 5.3 Lattice parameters and nearest neighbor Mn1-Mn2 bond-lengths of different
structural phases after fitting at various temperatures in heating cycle for x = 0.40, 0.44,
0.48 and 0.52 compositions.

Compo- Tempe- Struc- Lattice Mn1-Mn2

sition -rature -tural parameter (Å) bond length (Å)

(x) (K) phase (aortho/2)

0.40

300 4L a ≈ 5.91, b ≈ 8.58, c ≈ 4.38 2.955

L21 a ≈ 5.98 2.99

200 4L a ≈ 5.80, b ≈ 8.55, c ≈ 4.39 2.9

L21 a ≈ 5.98 2.99

160 4L a ≈ 5.80, b ≈ 8.58, c ≈ 4.40 2.9

14L a ≈ 5.82, b ≈ 27.42, c ≈ 4.35 2.91

150 4L a ≈ 5.81, b ≈ 8.58, c ≈ 4.39 2.905

14L a ≈ 5.79, b ≈ 27.43, c ≈ 4.37 2.895

60 4L a ≈ 5.65, b ≈ 8.63, c ≈ 4.38 2.825

14L a ≈ 5.59, b ≈ 26.90, c ≈ 4.37 2.795

30 4L a ≈ 5.65, b ≈ 8.63, c ≈ 4.38 2.825

14L a ≈ 5.58, b ≈ 26.90, c ≈ 4.38 2.79

0.44

300 4L a ≈ 5.71, b ≈ 8.60, c ≈ 4.38 2.855

14L a ≈ 5.58, b ≈ 27.76, c ≈ 4.40 2.79

L21 a ≈ 5.97 2.985

275 4L a ≈ 5.71, b ≈ 8.62, c ≈ 4.39 2.855

14L a ≈ 5.58, b ≈ 28.08, c ≈ 4.40 2.79

L21 a ≈ 5.97 2.985

255 4L a ∼ 5.71, b ∼ 8.63, c ∼ 4.38 2.855

14L a ≈ 5.58, b ≈ 28.36, c ≈ 4.41 2.79

L21 a ≈ 5.97 2.985

245 4L a ≈ 5.67, b ≈ 8.63, c ≈ 4.36 2.835

14L a ≈ 5.58, b ≈ 28.37, c ≈ 4.41 2.79

L21 a ≈ 5.97 2.985

200 4L a ≈ 5.63, b ≈ 8.63, c ≈ 4.39 2.815

14L a ≈ 5.63, b ≈ 28.67, c ≈ 4.41 2.815

100 4L a ≈ 5.62, b ≈ 8.64, c ≈ 4.39 2.81

14L a ≈ 5.61, b ≈ 28.59, c ≈ 4.40 2.805

50 4L a ≈ 5.62, b ≈ 8.64, c ≈ 4.39 2.81

14L a ≈ 5.60, b ≈ 28.51, c ≈ 4.40 2.8

0.48

300 4L a ≈ 5.58, b ≈ 8.63, c ≈ 4.39 2.79

14L a ≈ 5.63, b ≈ 28.52, c ≈ 4.41 2.815

150 4L a ≈ 5.58, b ≈ 8.58, c ≈ 4.39 2.79

14L a ≈ 5.63, b ≈ 28.41, c ≈ 4.43 2.815

100 4L a ≈ 5.58, b ≈ 8.59, c ≈ 4.40 2.79

14L a ≈ 5.63, b ≈ 28.72, c ≈ 4.41 2.815

60 4L a ≈ 5.58, b ≈ 8.59, c ≈ 4.40 2.79

14L a ≈ 5.63, b ≈ 28.66, c ≈ 4.41 2.815

0.52

300 4L a ≈ 5.62, b ≈ 8.59, c ≈ 4.45 2.81

14L a ≈ 5.64, b ≈ 28.54, c ≈ 4.49 2.82

160 4L a ≈ 5.43, b ≈ 8.60, c ≈ 4.35 2.715

14L a ≈ 5.60, b ≈ 28.56, c ≈ 4.46 2.8

140 4L a ≈ 5.42, b ≈ 8.59, c ≈ 4.34 2.71

14L a ≈ 5.60, b ≈ 28.53, c ≈ 4.46 2.8

120 4L a ≈ 5.43, b ≈ 8.60, c ≈ 4.35 2.715

14L a ≈ 5.60, b ≈ 28.53, c ≈ 4.46 2.8

90 4L a ≈ 5.43, b ≈ 8.60, c ≈ 4.35 2.715

14L a ≈ 5.60, b ≈ 28.52, c ≈ 4.47 2.8
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5.3.2 Change in phase fraction of 4L and 14L with temperature

The percentage of phase fractions as a function of temperature are obtained from the ratio of inte-

grated peak areas of individual 4L and 14L calculated intensity pattern and total calculated pattern.

Interestingly, the phase fraction of co-existing 4L and 14L structure varies as a function of tem-

Figure 5.8 4-layered and 14-layered structural phase fraction variation as a function of
temperature in martensitic transition region, martensitic phase, and below TB region of x
= 0.40 in both (a) cooling and (b) heating.

perature. The fig. 5.8 shows the phase fraction percentage of L21, 4L and 14L as a function of

temperature for x = 0.40 during cooling and heating cycle. Initially, cubic L21 structure transforms

to 4L structure upon start of martensitic transition. During cooling in between Ms and Mf temper-

ature range, the 14L structure evolves at the cost of 4L structure. Between M f and spin freezing

temperature TB (referred as T f in Ref. [57]) the phase fraction is almost constant (80 % 14L). Note-

worthy that with further lowering of the temperature, the 4L phase fraction increases and 14L phase

fraction decreases. The phase fraction of 4L and 14L is around 50 % at 10 K. The intermartensitic

transition is reported earlier for Ni-Mn-Ga, Ni-Mn-Fe-Ga, Ni-Mn-In and Ni-Fe-Ga [58–63]. The

stability of the martensitic phase is achieved by transition to either 14M or non-modulated structure

mainly through 10M structure. For Ni-Mn-Sn alloys the martensitic transition to 14L structure is

happening through 4L structure. For Ni2Mn1.44Sn0.56 the transition from L21 to 4L is reported ear-

lier [42]. The broad, asymmetric line-shape with humps in exothermic and endothermic behaviour



120 Chapter 5 Crystal structure effect on properties of Ni-Mn-Sn

Figure 5.9 4-layered and 14-layered structural phase fraction variation as a function of
temperature in martensitic transition region, martensitic phase, and below TB region of x
= 0.44 in both (a) cooling and (b) heating.

of heat flow (fig. 5.1) also imply existence of intermartensitic transition [33, 43].

The formation energy per unit cell of 4L and 14L structures (x = 0.4) is calculated using exper-

imental lattice constants of 4L and 14L structures at 190 K and 150 K, respectively, by ab initio

density functional theory. The formation energy per unit cell of 4L (-1.040315 eV) and 14L (-

1.023121 eV) are very close to each other. Nevertheless, 4L requires less formation energy than

14L. Thus, initially, the martensitic transformation from parent phase to 4L structure occurs. To

accommodate the stress accumulation by 4L structure, the transition to stacking sequence 14L oc-

curs. This internal stress-related selectivity of intermartensitic transformation is also found in other

systems like Ni-Mn-Ga, Ni-Mn-Fe-Ga, Ni-Mn-In, Ni-Fe-Ga etc. [58–63]. Since 4L is more favor-

able structure, the 80% phase fraction of 14L below Mf induces instability in the martensitic phase.

Hence, to minimize the free energy of the system, the phase fraction of 4L structure increases once

more. The changes of structural phase fractions of 4L and 14L at different temperatures for x =

0.44 in both cooling and heating, shown in fig. 5.9. The behaviour is very much similar to x =

0.40.

In contrast to x = 0.40 and 0.44, for x = 0.48 and 0.52 the structural phase fraction (4L ≈ 40 %

for x = 0.48 & 30 % for x = 0.52 and 14L ≈ 60 % for x = 0.48 & 70 % for x = 0.52) remains almost
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Figure 5.10 4-layered and 14-layered structural phase fraction variation as a function of
temperature in martensitic transition region, martensitic phase, and below TB region of x
= 0.48 in both (a) cooling and (b) heating.

Figure 5.11 4-layered and 14-layered structural phase fraction variation as a function of
temperature in martensitic transition region, martensitic phase, and below TB region of x
= 0.52 in both (a) cooling and (b) heating.

unchanged over the whole temperature range as evident from fig. 5.10 and fig. 5.11. The x = 0.48

and 0.52 alloys are in martensitic phase below 300 K. It remains constant till lowest temperature

unlike x = 0.40 and 0.44.
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5.3.3 Thermo-susceptibility behavior

It is very important to note that the change in phase fraction of 4L and 14L occurs at the tem-

peratures where magnetic phase change also occurs. The thermo-susceptibility behavior in zero

field cooled heating (ZFC) for x = 0.40 and 0.44 are shown in figs. 5.12 (a) and (b). Between Ms

and Mf, the susceptibility decreases. The lowering of susceptibility between Ms − Mf indicates

that if there is magneto-structural coupling then the 14L structure possibly strengthens the anti-

ferromagnetic exchange interaction that lowers the susceptibility. Below Mf the susceptibility is

almost constant. Interestingly, the structural phase fraction is almost constant below Mf. Around

TB susceptibility drops again. This phase is reported to be spin-glass phase [2, 57], that decreases

the susceptibility. In this phase, the 4L phase fraction increases and 14L phase fraction decreases.

The phase fractions become almost equal ≈ around 50 % each. So, the decrease in magnetization

at TB may have structural correspondence.

Figure 5.12 Zero-field-cooled-heating thermo-susceptibility variation in martensitic tran-
sition region, martensitic phase, and below TB region of (a) x = 0.40 and (b) 0.44.

The thermo-susceptibility (fig. 5.13) change of x = 0.48 and 0.52 do not follow structural

changes. For both the alloys, the Ms is around 396 K for x = 0.48 and 416 K for x = 0.52. The

austenite magnetic transition temperature TA
C is around 320 K. Thus, the structural transition occurs

from paramagnetic austenite to paramagnetic martensite. This indicates that there might not be

magneto-structural coupling. Although the structure changes, the magnetic state does not change.
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Figure 5.13 Zero-field-cooled-heating thermo-susceptibility variation in martensitic tran-
sition region, martensitic phase, and below TB region of (a) x = 0.48 and (b) 0.52.

Below TM
C , the increase in susceptibility is due to ferromagnetic ordering from paramagnetic phase.

Although, below TB the phase fraction as well as Mn1-Mn2 bond distance remains same, the

magnetization decreases. The structural martensitic transition for x = 0.48 and 0.52 occurs at 396

K and 416 K, respectively. The structure changes from L21 to mixed modulated 4L and 14L.

Whereas upon structural transition the magnetic phase change does not occur. The paramagnetic

austenitic phase changes to paramagnetic martensitic phase. So, there is no magneto-structural

coupling in x = 0.48 and 0.52. The coupling does not occur even below TM
C . Thus, below TB the

decrease in magnetization of x = 0.48 and 0.52 has purely magnetic origin.

5.3.4 Magnetic ground state of Mn1-Mn2

In Ni-Mn-Sn off-stoichiometric alloys the bond distance between Mn1 and Mn2 gives rise to

the antiferromagnetism [1, 44]. Thus, the bond distance between Mn1-Mn2 is deduced from the

structural analysis as mentioned in Table 5.2. Further, the exchange integral between Mn1-Mn2

(JMn1-Mn2) is calculated as a function of temperature (fig. 5.14) in the cooling cycle. The behavior

of exchange interaction is similar even in heating cycle.

The calculation shows that antiferromagnetic exchange interaction exists between Mn1-Mn2

in both 4L and 14L structures. However, the anti-ferromagnetic exchange interaction is stronger in
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Figure 5.14 Calculated magnetic exchange coupling constant (J) between first nearest
neighbour Mn1-Mn2 of x = 0.50 using experimentally obtained lattice parameters of x =
0.44.

14L than 4L. This is also visible from the Mn1-Mn2 bond distances in Table 5.2 as well as Table

5.3. The 4L and 14L have bond distances less than 3 Å implying anti-ferromagnetic interaction.

Also, the Mn1-Mn2 bond distance of 14L is less than that of 4L. Thus, the anti-ferromagnetic

interaction in 14L is expected to be stronger than that in 4L. Thus, presence of two structural

phases with different strength of antiferromagnetic exchange interaction along with ferromagnetic

interaction gives rise to magnetically inhomogeneous phase. Moreover, it is known that the low

temperature phase consists of various martensitic variants oriented in different directions derived

from high symmetry cubic phase [43]. The variants of orthorhombic 4L and 14L evolve ran-

domly oriented. Thus, the average spin of the variants are also randomly oriented. A diffuse

anti-ferromagnetic phase starts to develop below Ms and becomes strong enough below TB (or T f )

to cause the spin freezing [57]. The temperature variation of Mn1-Mn2 bond distance and corre-

sponding exchange integral of 4L and 14L of x = 0.40 is similar to x = 0.44. Thus, the re-entrant

spin-glass like magnetic phase of Ni-Mn-Sn is obtained as reported in Ref. [57]. However, for x

= 0.48 and 0.52, the Mn1-Mn2 bond-distances remains constant throughout the temperature range

upto 10K in the martensitic phase. Consequently, anti-ferromagnetic exchange interactions in 4L



5.3 Results and Discussion 125

Figure 5.15 Schematic representation of evolution of 4L and 14L phase with coexisting
ferromagnetic and antiferromagnetic magnetic phases from L21 phase of x = 0.40 and
0.44.

and 14L phase have no temperature variations below TM
C . A schematic representation of evolu-

tion of 4L and 14L phase with coexisting ferromagnetic and anti-ferromagnetic magnetic phases

has been shown in fig. 5.15. The length of the spins in antiferromagnetic domains represent the

strength of the antiferromagnetic magnetic exchange interaction. In the martensitic phase, differ-

ent interfaces between ferromagnetic and antiferromagnetic domains are identified by the dotted

regions. In between Ms and Mf, an interface of ferromagnetic and 4L antiferromagnetic is formed.

Furthermore, ferromagnetic-4L antiferromagnetic interface, ferromagnetic-14L antiferromagntic

interface and 4L antiferromagnetic-14L antiferromagnetic interface are formed in between Mf and

TB. Here the bigger size of the 14L antiferromagnetic domain represents that 14L phase fraction is

more than the 4L phase fraction. Below TB, the 4L and 14L phase fraction becomes almost 50 %.

Moreover, the exchange interaction strength is different at different interfaces. These competing

exchange interactions result in spin-glass state which gives rise to exchange bias effect below a

certain low temperature, called the blocking temperature TB.
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5.3.5 Crystal structure effect on electronic structure

Understanding electronic structure can help to understand the origin of martensitic structural tran-

sition and magnetic properties. Now whether the experimental electronic structure at different

temperatures capture the theoretically calculated electronic structure or not, needs to be verified.

This will establish the cause of martensitic transition strongly. Electronic structure can be ex-

amined by photoelectron spectroscopy experiment and ab-initio first principle density functional

calculation. However, the detailed density of states of individual atomic orbitals in valence band

can not be obtained by photoelectron spectroscopy experiment. Thus, to verify the electronic

structure experimentally the experimental crystal lattice parameters of x = 0.40 at different tem-

peratures are considered for theoretical calculation. The bond-lengths, thus obtained, is compared

with bond-lengths obtained at 0 K as discussed in Chapter 4. Also, the spin integrated total density

states obtained using experimental lattice parameters at different temperatures is compared with

experimentally obtained high resolution valence band spectra.

In Chapter 4 the martensitic transformation in Ni2Mn1+xSn1−x alloys has been investigated

within ab-initio density functional theory. Martensitic transition happening beyond x = 0.36 is

captured within these calculations. The reason behind the martensitic transition is increased Ni-

Mn hybridization, which results from the Ni atom experiencing a resultant force along a lattice

vector and moves towards the Mn atoms above a critical concentration. Additionally the presence

of the lone pair electrons on Sn forces the movement of Ni atoms away from Sn. The change in

density of states due to martensitic transformation is also observed.

In the experimentally obtained crystal structures at different temperatures, the ionic positions

have been relaxed keeping the experimental crystal volume fixed. The ionic relaxed structures indi-

cating the Ni-Mn1, Ni-Mn2 and Ni-Sn bond-distances at different temperatures have been shown

in fig. 5.16, fig. 5.17 and listed in Table 5.4. It is observed that at different temperatures, the

average Ni-Mn2 bond-lengths are less than Ni-Mn1. The average Ni-Mn bond-distances decrease

compared to average Ni-Sn bond-distances. Similar trend of decrease of Ni-Mn bond-distances

of Mn1-Mn2 plane region has been found by theoretical calculations in both austenitic phase and
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Figure 5.16 Crystal structure of x = 0.50 composition having experimentally obtained
lattice parameters of x = 0.40 at (a) 300 K, (b) 200 K and (c) 100 K indicating Ni-Mn1,
Ni-Mn2 and Ni-Sn bond-lengths.
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Figure 5.17 Crystal structure of x = 0.50 composition having experimentally obtained
lattice parameters of (d) 4L and (e) 14L of x = 0.40 at 10 K indicating Ni-Mn1, Ni-Mn2
and Ni-Sn bond-lengths.

Table 5.4 Nearest neighbor Ni-Mn1, Ni-Mn2 and Ni-Sn bond-lengths of x = 0.50 compo-
sition considering different structural phases at various temperatures in cooling cycle of x
= 0.40.

Temperature Structural Ni-Mn1 Ni-Mn2 Ni-Sn

(K) phase bond length (Å) bond length (Å) bond length (Å)

300 L21 2.55-2.64 2.55 2.64

200 4L 2.56-2.67 2.58 2.65

100 14L 2.44-2.50 2.43-2.45 2.51

10 4L 2.53-2.67 2.55 2.63

14L 2.45-2.51 2.44-2.46 2.52
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martensitic phase, starting from optimized cubic structure, which is discussed in Chapter 4. This

is due to increased Ni-Mn hybridization at the Mn1-Mn2 plane. This makes the structure unstable

in cubic phase. The increase of Ni-Sn bond-distance explains the existence of repulsive interaction

between Sn 5s electrons and electrons of neighboring atoms which gives rise to structural trans-

formation from cubic phase to 4L phase. The 4L structure further transforms to 14L structure to

reduce the average strain in the system.

It is important to mention that the change in atomic bond-distances accounts for the change

in orbital hybridization which initiates the change in electronic structure of atomic orbital. In fig.

5.18, the experimentally obtained high resolution valence band spectra by ultraviolet photoelec-

tron spectroscopy (UPS) (hν = 21.2 eV) at different temperatures are shown for x = 0.40 compo-

sition [64]. Interestingly, a notable change is observed in shape of valence band with temperature.

The change in valence band shape is also observed within the martensitic phase at different tem-

peratures. In austenitic phase, the spectral weight is mainly around 1 eV and 1.6 eV. Below Ms, the

average spectral weight is around 1.3 eV. Below TB, the spectral weight is again averaged around

1 eV and 1.6 eV. The change in shape of valence band might be related to redistribution of density

of states with phase fraction of 4L and 14L. Similar change in shape of valence band has also been

observed for other compositions [64].

To understand the redistribution of density of states in experimental electronic structure, total

density of states of x = 0.50 composition considering different structural phases at various tem-

peratures in cooling cycle of x = 0.40 are calculated by ab-initio density functional theory and

convoluted with experimental broadening factors. Then it is multiplied with Fermi function at

the measurement temperature and convoluted with a Voigt function to compare with experimen-

tal valence band [65]. The half width at half maximum accounts for Gaussian component of the

Voigt function. The energy-dependent Lorentzian full width half maximum that represents the

lifetime broadening is 0.1(E-EF). Therefore spin integrated total density of states for different

experimentally obtained structures at different temperatures of x = 0.40 has been compared with

experimentally obtained UPS-valence band spectra in fig. 5.18.

The partial DOS of Ni d, Mn1 d, Mn2 d and Sn p have been depicted in fig. 5.19. The feature
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Figure 5.18 Valence band spectra comparison of x = 0.40 with convoluted theoretically
obtained density of states of x = 0.50 at different temperatures. The experimental data is
taken from Ref [64]. The Fermi energy EF is at 0 eV.
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Figure 5.19 Partial density of states variation of Ni 3d, Mn1 3d, Mn2 3d and Sn 5p of x
= 0.40 at different temperatures. The Fermi energy EF is at 0 eV. The upper/lower panel
is for the majority/minority spin channel.
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at 1.0 eV has dominant Ni d and Mn d character. These are hybridized Ni 3d - Mn1 3d and Ni 3d

- Mn2 3d states. The feature at 1.6 eV has mainly Ni 3d character. After martensitic transition, the

Ni d density of states at 1 eV decreases and redistributes over an energy range 1 eV to 2 eV. While

14L lacks Ni 3d density of states over energy range 1.2 eV to 1.5 eV, the 4L density of states is

dominant over this energy range. The Mn1 3d majority spin channel density of states spans over

energy range 0.5 eV to 1.6 eV. The Mn2 3d minority spin channel density of states is distributed

over the energy range 0.4 eV to 1.3 eV. Thus, as a function of temperature and depending on the

phase fraction of 4L and 14L, the shape of valence band also changes.

5.4 Conclusion

In the martensitic phase the co-existence of two crystal structures (4L and 14L orthorhombic struc-

tures), change in crystal structure phase fraction with magnetic transition, co-existence of ferro-

magnetic and anti-ferromagnetic magnetic domains, and different strength of antiferromagnetic

coupling gives rise to structurally and magnetically frustrated martensitic phase that causes spin-

glass-like behavior of Ni2Mn1+xSn1−x (x = 0.40 and 0.44) and lead to exchange bias phenomena

under ZFC. Thus, the ZFC exchange bias in Ni-Mn-Sn alloys is related to the crystal structure of

martensite. The Sn lone pair effect on the martensitic transition is established using experimental

crystal structure parameters also.

Moreover, the change in valence band shape due to temperature variation in experimental elec-

tronic structure has been captured by ab-initio density functional theory. The redistribution of

density of states due to 4L and 14L phase fraction change gives rise to valence band shape change.
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R. Varga, C.Garcĺa, J. González, J. Magn. Magn. Mater. 321, 763 (2009).



BIBLIOGRAPHY 137

[52] P. J. Brown, J. Crangle, T. Kanomata, M. Matsumoto, K. U. Neumann, B. Ouladdiaf, and K.

R. A. Ziebeck, J. Phys.: Condens. Matter 14, 10159 (2002).

[53] R. Ranjan, S. Banik, S. R. Barman, U. Kumar, P. K. Mukhopadhyay, and D. Pandey, Phys.

Rev. B 74, 224443 (2006).

[54] K. Oikawa, W. Ito, Y. Imano, Y. Sutou, R. Kainuma, K. Ishida, S. Okamoto, O. Kitakami,

and T. Kanomata, Appl. Phys. Lett. 88, 122507 (2006).

[55] V. V. Khovaylo, T. Kanomata, T. Tanaka, M. Nakashima, Y. Amako, R. Kainuma, R. Y.

Umetsu, H. Morito, and H. Miki, Phys. Rev. B 80, 144409 (2009).

[56] W. Ito, Y. Imano, R. Kainuma, Y. Sutou, K. Oikawa, and K. Ishida, Metall. Mater. Trans. A

38, 759 (2007).

[57] S. Chatterjee, S. Giri, S. K. De, and S. Majumdar, Phys. Rev. B 79, 092410 (2009).
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6.1 Introduction

Till now it has been observed that unlike Ni-Mn-Ga, Ni-Mn-Sn Heusler alloys undergo martensitic

transformation only for offstoichiometric compositions. The underlying mechanism of marten-

sitic transformation of Ni-Mn-Ga and Ni-Mn-Sn has been discussed in detail in previous chapters.

Another member of this Ni-Mn series is Ni-Mn-In system. It shows significant differences in the

magnetic properties from other Ni-Mn-based Heusler alloys. In off-stoichiometric Ni2Mn1+xIn1−x

the magnetic exchange between Mn at parent Mn site (Mn1) and doped Mn at In site (Mn2) is

ferromagnetic in nature in the austenitic phase [1, 2]. However, the Mn1 and Mn2 magnetic

interaction is antiferromagnetic in Ni2Mn1+xGa1−x [3, 4] and Ni2Mn1+xSn1−x [5, 6]. Interest-

ingly, in the martensitic phase the magnetic exchange between Mn1 and Mn2 becomes antiferro-

magnetic in Ni2Mn1+xIn1−x [1, 2, 7] while it remains antiferromagnetic for Ni2Mn1+xGa1−x and

Ni2Mn1+xSn1−x. This unusual behaviour in the magnetic properties of Ni2Mn1+xIn1−x compared

to Ni2Mn1+xGa1−x and Ni2Mn1+xSn1−x originates from the change of Mn-Mn interatomic dis-

tances upon martensitic transformation.

Moreover, till date the origin of martensitic transformation has been discussed as arising from

the enhanced Ni-Mn hybridization in off-stoichiometric alloys [8]. This leads to the energy shift of

the Ni 3d states toward the Fermi level and one finds a reduction in density of states in the vicinity

of the Fermi energy (EF) in the martensitic phase arising from a degeneracy lifting of the Ni 3

deg states. The d3z2−r2 states moves to lower energies compared to dx2−y2 states in the martensitic

phase [9]. This degeneracy lifting lowers the total energy, thereby stabilizing the martensitic phase.

This phenomenon is associated with band Jahn-Teller effect. This happens beyond a particular Mn

doping concentration (x ≥ 0.36) [1]. Thus, usual explanation for martensitic transformation in

off-stoichiometric Ni-Mn based Heusler alloys has been discussed as the increased hybridization

between the Ni 3d and Mn 3d states. However this should be present in the stoichiometric com-

position also, and this idea does not explain why martensitic transition is not obtained there. This

then calls for a detailed investigation of the underlying mechanism to understand the driving force

for the martensitic transformation. In this chapter the origin of the martensitic transformation has
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been explained considering several compositions of Ni2Mn1+xIn1−x.

Moreover, Co doped Ni-Mn-X (X = Sn, In) Heusler alloys have attracted recent interest due to

their multifunctional properties [10–13]. The substitution of Co in these alloys enhances both the

Curie temperature and the magnetization in austenitic phase, while the magnetic moment of the

martensitic phase decreases [10]. Hence, the large difference in magnetization between austenitic

phase and martensitic phase leads to giant inverse magnetocaloric effect [14,15], giant magnetore-

sistance [16, 17]. In Co2MnSn exchange interaction between Co-Mn is several times larger than

the Ni-Mn exchange interaction in Ni2MnSn [18]. Thus, when Co is doped at Ni-Mn based ternary

Heusler alloy the fundamental question arises about its site preference and distribution tendency,

which helps in understanding the enhanced Curie temperature and magnetization of the system.

This chapter investigates the site preference, distribution tendency, structural and magnetic ground

states of doped Co in stoichiometric Ni2MnIn as well as Ni1.625Co0.375Mn1.5In0.5.

6.2 Computational Details

Ab-initio electronic structure calculations are carried out using density functional theory (DFT)

as implemented in the Vienna ab-initio simulation package (VASP) [19]. We use the projector

augmented wave implementation and work with the generalized gradient approximation (GGA)

Perdew-Wang [20] for the exchange correlation functional. This has been seen to give a better

description of the magnetism and crystal structure in Heusler compounds [21] in our GGA calcu-

lations compared to the LDA calculations. In off-stoichiometric Ni2Mn1+xIn1−x (x = 0.25, 0.375,

0.50) the Mn at parent site is labelled Mn1 while the Mn doped at In site has been labelled Mn2.

The magnetic interaction between Ni, Mn1 & Mn2 are ferromagnetic in austenitic phase. How-

ever, in martensitic phase the interaction between Mn1 and Mn2 is antiferromagnetic, while that

between Ni and Mn1 is ferromagnetic. Monkhorst-Pack k-points mesh of 12×12×12 for 16 atom

L21 unit cell and 12×6×10 for 4O, 12×2×10 for 10M & for 14M modulated structure are used to

perform the k space integrations and a cut-off energy of 270 eV was used to determine the plane-

waves used in the basis. The lattice parameters of the unit cell as well as the ionic positions have
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been optimised in each of the cases considered and the optimised value is mentioned in the text.

An analysis of the electronic structure has been carried out in terms of the band dispersions as

well as the partial density of states (PDOS) calculated using spheres of radii ∼ 1.4 Å around each

atom. Additionally an analysis of the electronic structure has been carried out using an interface

of VASP to WANNIER90 [22–24]. A basis consisting of Ni s and d, Mn s and d as well as In p

states. A mapping of the Blöch states is made onto Wannier functions, localized on the respective

atoms with their angular parts given by the relevant spherical harmonics, via a unitary transforma-

tion. A unique transformation is obtained with the requirement of minimizing the quadratic spread

of the Wannier functions. The criterion of convergence was that the spread changed by less than

10−6 between successive iterations. Once the transformation matrices are determined, one has a

tight binding representation of the Hamiltonian in the basis of the maximally localized Wannier

functions.

For Ni-Co-Mn-In k-points mesh of 12×12×12 and a plane wave cutoff energy 450 eV were

used in the calculations and total energy was found to be converged within 5 meV using these

parameters. For different Co concentrations structural optimization has been carried out to find out

the equilibrium magnetic and crystal structure.

6.3 Results and Discussions

6.3.1 Electronic structure of Ni2Mn1+xIn1−x

Origin of martensitic transformation of Ni2Mn1+xIn1−x

The experimentally reported unit cell of Ni2MnIn is cubic with a lattice parameter of 6.07 Å [1].

Carrying out an optimization of the lattice parameter within our calculations, the theoretical lattice

parameter is also found to be 6.07 Å and the structure remains cubic which is shown in fig. 6.1 (a).

Thus theoretical calculations give a good description of the lattice parameter. The variation of the

ground state energy (per unit cell) as a function of the axial ratio, c/a of Ni2MnIn has been shown

in fig. 6.1 (b) which reveals that the ground state energy of the system has the lowest energy at c/a
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Figure 6.1 (a) Volume optimization in Cubic L21 phase and (b) the ground state energy
(per unit cell) as a function of the axial ratio, c/a of Ni2MnIn.

= 1. This implies that the cubic structure is the most favorable structure of Ni2MnIn which shows

no martensitic transformation.

The distances between Ni and Mn as well as between Ni and In are found to be 2.63 Å. These

distances are similar to what is found in Ni2MnSn. However, it should be noted that the Ni-Mn and

Ni-In bond-distances are significantly shorter and equal to 2.51 Å in Ni2MnGa and this system

is found to undergo a structural transformation in contrast to Ni2MnSn and Ni2MnIn. Thus the p

element plays an important role in the structural transformations.

In order to understand this further we examine the atom and orbital projected partial density

of states which is shown in fig. 6.2. Ni d states are found to contribute in the energy window

-4 to 2 eV, which is also the energy window in which Mn 3d states contribute. In 5p states are

found to have a low weight in the same energy window. Examining the Mn d partial density of

states, one finds that the majority spin states are completely filled while the minority spin states

are empty, indicating a d5 configuration at the Mn site. The exchange splitting of the Mn d states

and the Ni d states are found to be in the same direction. In 5s states are localized and are found

to contribute in the energy interval -6 to -10 eV below the Fermi level, with low weight in the

unoccupied part. These states have been referred to as lone pair states as they are not involved in

any bonding with the neighboring atoms. Due to this lone pair effect of In 5s electrons the electron
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Figure 6.2 Atom and angular momentum projected partial density of states for (a) Ni
3d, (b)Mn 3d, (c) In 5p, and (d) In 5s in the parent compound Ni2MnIn in cubic phase.
The Fermi energy (EF) is at 0 eV. The upper/lower panel is for the majority/minority spin
channel.

clouds of neighboring Ni and Mn atoms feel a repulsion in all directions in a uniform manner. The

comparison of charge density plot of Ga 4s and In 5s along Ni has been shown in fig. 6.3. The

charge density of Ga 4s electrons is higher than that of In 5s electrons at Ni site. Thus the electron

lone pair repulsion is also higher for Ga than In.

Now to understand the martensitic transformation in off-stoichiometric Ni2Mn1+xIn1−x, one

should start with the system where one of the In atoms is replaced by Mn, giving rise to the

composition Ni2Mn1.25In0.75. Here allowing for changes in the cell shape upon optimization, the

structure remains cubic. The two Mn atoms Mn1 and Mn2 favour a ferromagnetic alignment of

their spins over an antiferromagnetic one by 0.11 eV/unit-cell. The optimized lattice constant is

found to be 6.01 Å. Thus, cell volume contraction is found when In is replaced by Mn. This is

because the ionic radius of Mn is smaller than that of In. Moreover, it is found that Ni atoms

shift towards the Mn2 atoms. Consequently, Ni-Mn2 bond-distance decreases compared to Ni-

Mn1 and Ni-In bond-lengths. The bond lengths between Ni-Mn1, Ni-Mn2, and Ni-In are found
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Figure 6.3 Line charge density of Ga/In s states along the Ga/In-Ni bond in austenitic
phase of Ni2MnIn.

Figure 6.4 Ni-Mn1, Ni-Mn2 and Ni-In bond distances in Å units, after full relaxation of
the cubic structure of composition x = 0.25.
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Figure 6.5 The direction of movement of Ni atoms towards Mn2 atom of composition x
= 0.25.

to be 2.56 Å, 2.48 Å, and 2.65 Å as against the bond lengths of 2.60 Å found before the atomic

relaxations. The decrease of Ni-Mn2 bond-lengths are uniform in all diagonal directions. The

direction of movement of Ni atoms towards Mn2 atom has been shown in fig. 6.5. Thus the

structure remains in cubic having smaller lattice parameter. Experimental thermo-magnetization

measurement [1] and hard x-ray photoelectron spectroscopy measurement of valence band [9]

reveal that the compositions 0 ≤ x < 0.36 do not exhibit a martensitic traformation.

In order to understand the martensitic transformation the composition x = 0.375 of Ni2Mn1+xIn1−x

is considered within our theoretical calculations as this point is close to the experimental compo-

sition (x = 0.36) from which martensitic phase begins to transformation. A 32 atom unit cell is

constructed to examine if there is a martensitic transformation or not. Starting with a cubic unit

cell a tetragonal (small orthorhombicity) unit cell is favored after the unit cell optimization. The

optimized lattice parameters are a = 6.87 Å, b = 5.52 Å and c = 5.53 Å, resulting in a/c = 1.24. For

this composition different combinations were examined and the atomic arrangement with the low-

est energy is shown in fig. 6.6. It is important to note that in the cubic structure the energetically

favorable magnetic exchange interaction between nearest neighbour Mn1 and Mn2 is ferromag-

netic which changes to antiferromagnetic in the martensitic structure. This happens because in the
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cubic phase Mn1-Mn2 bond-length is 3 Å which decreases to 2.66 Å. Here, the doping concen-

Figure 6.6 Ni-Mn1, Ni-Mn2 and Ni-In bond distances in Å units, after volume as well
as ionic relaxation of the cubic structure of composition x = 0.375.

tration is such that in this 32-atom supercell the Mn atoms form a region of Mn-rich planes. Here,

one finds a reduction in some of the Ni-Mn bond-distances. These are found to be in the range

2.51-2.66 Å for Ni-Mn1, 2.52-2.54 Å for Ni-Mn2. Additionally there is a substantial increase of

the Ni-In bond lengths from the stoichiometric compound. The question that follows is whether

this aids the tetragonality and how.

To understand the martensitic transformation further, we consider the composition x = 0.50

which is realized in the 16 atom unit cell in the fig. 6.7. In austenitic phase the structure is cubic

having lattice parameter 5.96 Å . After ionic relaxation, the Ni-Mn1 and Ni-Mn2 bond-distances

decrease uniformly because Ni atoms shift towards the Mn-cluster plane compared to parent stoi-

chiometric compound. Ni-Mn hybridization allows for energy gain by this movement of Ni from

centrosymmetric position. Additionally, Ni atoms further move away from the In atoms. The resul-

tant movement is along a lattice parameter. This gives rise to tetragonal structure. The optimized

lattice parameters are a = 6.98 Å , b = c = 5.43 Å , resulting in a/c = 1.28. This is confirmed by

increased Ni-In bond-distances (shown in fig. 6.7) from cubic to tetragonal structure. This is con-

sistent with EXAFS measurements of Ni2Mn1.4In0.6 [25]. In the low temperature martensitic phase
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Figure 6.7 Ni-Mn1, Ni-Mn2 and Ni-In bond distances in Å units, after volume as well
as ionic relaxation of the cubic structure of composition x = 0.5.

in the case of the Ni K-edge EXAFS experiments, Ni-Mn and Ni-In bond lengths are 2.56 Å and

2.70 Å changing from 2.58 Å and 2.63 Å in austenitic phase, respectively. This happens due to

movement of Ni atoms towards Mn atoms because of strong Ni-Mn hybridization. The strength

of hybridization depends on the exchange splitting on Mn1, Mn2 and Ni. In Ni-Mn-In exchange

splitting on all the atoms are in the same direction in austenitic phase which is different from Ni-

Mn-Sn. Furthermore, the elongation along one direction happens to reduce electrostatic potential

felt by the electrons on the In atoms due to the first neighbor Ni atoms in the cubic structure. This

is what we find for x = 0.375 and beyond.

Moreover, for further understanding of the change in electronic structure triggered by marten-

sitic transformation, the spin resolved total density of states and Ni partial density of states are

shown in fig. 6.8 in both cubic and tetragonal structure of x = 0.50. A prominent density of states

feature at the Fermi energy (EF) in cubic austenitic phase reduces in martensitic phase. These

electronic structure changes near EF can be predominantly associated with a reorganization of the

Ni eg states.

It is important to note that, in cubic structure the presence of significant density of states due

to degenerate states at the Fermi level is prerequisite for Jahn-Teller distortion. In this scenario
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Figure 6.8 Spin resolved total density of states (TDOS) and Ni partial density of states
(PDOS) of x = 0.5 in Cubic and Tetragonal structure. The Fermi energy (EF) is at 0 eV.
The upper/lower panel is for the majority/minority spin channel.

the system can lower its energy by lifting the degeneracy giving rise to pseudo gap near Fermi

energy due to tetragonal structural transformation. To quantify this symmetry lowering we map

the ab-initio band dispersions for x = 0.50 to a tight binding model which includes s and d orbital

states of Ni and Mn and p orbital states of In in the basis. Maximally localized Wannier functions

were considered for the radial parts of the wave function. The tight-binding bands are superposed

on the ab-initio bands of unstable cubic and fully relaxed tetragonal structure in fig. 6.9.
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Figure 6.9 The tight-binding (circles) as well as the ab initio band structure (solid line)
of Ni2Mn1.5In0.5 in the (a) cubic and (b) fully relaxed tetragonal (a/c = 1.28) phase,
respectively.

In both cases, one finds an excellent mapping of the ab-initio band structure within the tight-

binding model. The relative on-site energy of Ni d states with respect to the dxz spin-up state are

listed in Table 6.1. The maximum energy level splitting of Ni d orbitals one finds in the cubic

Table 6.1 Relative on-site energies (eV) of Ni d states with respect to the spin-up dxz state
of Ni in cubic and tetragonal structure of Ni2Mn1.5In0.5.

Cubic Unit cell Tetragonal unit cell

Atom Orbital Spin up Spin down Spin up Spin down

d3z2−r2 -0.12 0.62 0.33 0.43

dxz 0.0 0.42 0.23 0.45

Ni dyz -0.17 0.47 0.22 0.43

dx2−y2 -0.05 0.53 0.24 0.46

dxy -0.12 0.38 0.29 0.42

structure are ∼ 0.17 eV (spin up channel) and 0.24 eV (spin down channel). It is interesting to note

that even in cubic structure there exists energy level splitting due to distortion in Ni environment.

This arises due to movement of Ni atoms towards Mn2 atoms. Moreover, in the tetragonal structure

the maximum energy splitting of Ni d orbitals are obtained ∼ 0.10 eV (spin up channel) and 0.04

eV (spin down channel). This suggests that Jahn-Teller distortions associated with the Ni atom
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cannot be the driving force for the martensitic transitions seen in this system. However, for the

off-stoichiometric compositions (x ≥ 0.375) one have a non-uniform environment around the In

atom. This could lead to a modification in the lone pair density favouring some distortions more.

Our fitting of ab-initio band structure did not give us good enough description of the In p states &

so we could not talk about the effect of the distortion on the onsite energies of the In p states.

Realization of modulated martensitic structure

Figure 6.10 Optimized full relaxed 4O structure of Ni2Mn1.5In0.5 with Ni-Mn1, Ni-Mn2
and Ni-In distances.
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Although, ab-initio calculation predicts most stable tetragonal martensitic structure, the marten-

sitic structure has been reported to be 4O, 10M or 14M modulated orthorhombic/monoclinic struc-

ture in experiment [26–30]. To accommodate the stress accumulated in 4O structure, the transition

to stacking sequence 10M or 14M may occur.

Figure 6.11 Optimized full relaxed 10M structure of Ni2Mn1.5In0.5 with Ni-Mn1, Ni-
Mn2 and Ni-In distances.

In fig. 6.10, fig. 6.11 and fig. 6.12, the theoretically obtained optimized 4O, 10M and 14M

modulated structure with Ni-Mn1, Ni-Mn2 and Ni-In bond-lengths are shown. The larger Ni-In

bond-distance indicates presence of electrostatic potential felt by the electrons on the In atoms due
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Figure 6.12 Optimized full relaxed 14M structure of Ni2Mn1.5In0.5 with Ni-Mn1, Ni-
Mn2 and Ni-In distances.
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to the neighbor atoms which was discussed as the possible reason for martensitic transformation.

Moreover, the formation energy/formula unit of 4O, 10M and 14M modulated structure is

calculated to understand most favourable modulated martensitic structure. The formation energy

of 4O, 10M and 14M modulated structure are -0.6507 eV/formula unit, -0.52747 eV/formula unit

and -0.64207 eV/formula unit, respectively. Thus, one finds that 4O and 14M have comparable

formation energy which leads to favourable 4O and 14M mixed modulated martensitic phase.

6.3.2 Electronic structure of Co doped Ni-Mn-In

Site occupancy trend of Co in Ni-Mn-In

The ground state energy/unit-cell of Co doping at Mn site (Ni2Mn0.75(Co0.25)In) and Co doping

at Ni site (Ni1.75(Co0.25)MnIn) is compared. The formation energy for Ni2Mn0.75(Co0.25)In and

Ni1.75(Co0.25)MnIn are -0.79204 eV/formula-unit and -0.90171 eV/formula-unit, respectively. The

later composition has 0.1097 eV/formula-unit lower formation energy than the former. Thus, Co

atom prefers the Ni site rather than Mn site. The Co is found to be ferromagnetically coupled with

Ni and Mn. The L21 crystal structure with Co doped at different Ni sites for Ni1.75Co0.25MnIn

(NCMI1), Ni1.5Co0.5MnIn (NCMI2) and Ni1.25Co0.75MnIn (NCMI3) are shown in fig. 6.13(a),

fig. 6.13[(b)-(d)] and fig. 6.13(e)-(f)], respectively. In NCMI1 (fig. 6.13(a)) Co is substituted

at (1/4, 1/4, 3/4) site. For NCMI2 two Co atoms are doped at (1/4, 1/4, 1/4), (1/4, 1/4, 3/4) [1st

configuration]; (1/4, 1/4, 3/4), (3/4, 3/4, 1/4) [2nd configuration] and (1/4, 1/4, 3/4), (1/4, 3/4, 1/4)

[3rd configuration] Ni sites. In NCMI3 three Co atoms replace Ni sites at (1/4, 1/4, 3/4), (1/4,

3/4, 3/4), (3/4, 3/4, 1/4) [1st configuration] and (1/4, 1/4, 1/4), (1/4, 1/4, 3/4), (1/4, 3/4, 3/4) [2nd

configuration]. After full relaxation of the cubic L21 structure the lattice constants and total ground

state energy/unit-cell are summarized in Table 6.2. The equilibrium structure of NCMI1 is cubic.

The 1st and 3rd configuration of NCMI2 relaxes to tetragonal structure whereas 2nd configuration

remains cubic. The tetragonal ground state structure is favorable for both 1st and 2nd configuration

of NCMI3. The tetragonal structure has lower ground state energy (1st and 3rd configuration of

NCMI2) than cubic structure (2nd configuration of NCMI2). Further, 1st configuration has lower
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Figure 6.13 Cubic L21 structure of (a) NCMI1, (b)-(d) 1st, 2nd and 3rd configurations of
Co substitution at different Ni sites of NCMI2, respectively, (e)-(f) 1st and 2nd configu-
rations of Co substitution at different Ni sites of NCMI3, respectively.

energy than 3rd configuration. For NCMI3, the 2nd configuration has lower ground state energy.

In Table 6.3, the Co-Co bond distances are listed for different configurations. The average Co-Co

bond lengths in 1st configuration of NCMI2 and 2nd configuration of NCMI3 are less than other

configurations. This implies that Co atoms prefer to form cluster when doped at Ni site.

The clustering energy (∆) is calculated with the formula proposed in Ref. [31]. ∆NCMI2 =

[ENCMI2-ENMI] - 2 [ENCMI1-ENMI] = - 35.43 meV/unit-cell and ∆NCMI3 = [ENCMI3-ENMI] - 3
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Table 6.2 Lattice constant and total ground state energy/unit-cell (E0) of various config-
urations of NCMI1, NCMI2 and NCMI3 after full relaxation.

Table 6.3 Co positions and Co-Co bond length in different configurations of NCMI2 and
NCMI3 after full relaxation.

[ENCMI1-ENMI] = - 14.69 meV/unit-cell. The negative clustering energy of Co substituted systems

reveal the favorable tendency of atomic association of Co rather than random distribution.

Thus, the substituted Co atoms prefer to be at Ni site with tetragonal ground state structure.

Furthermore, Co substitution exhibits thermodynamic tendency for atomic association forming
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Figure 6.14 Different configurations of Co doping at Ni sites of Ni1.625Co0.375Mn1.5In0.5.

cluster, and makes the random distribution of Co difficult.

To understand the site occupancy trend of Co in off-stoichiometric Ni-Mn-In, we then continue

the discussion considering the composition Ni1.75Co0.25Mn1.5In0.5 and Ni1.625Co0.375Mn1.5In0.5.

Ni1.75Co0.25Mn1.5In0.5 can be realized in 16 atom unit cell structure where only one Co atom is

substituted in Ni2Mn1.5In0.5. This composition has stable tetragonal structure having lattice pa-

rameters a = 6.95 Å , b = c = 5.44 Å which matches very well with experimentally obtained

lattice parameters a = 6.8 Å , b = c = 5.6 Å of Ni1.81Co0.22Mn1.45In0.52 [32]. Subsequently,

Ni1.625Co0.375Mn1.5In0.5 is considered which is shown in fig. 6.14 and possible different configu-

rations of Co doping at Ni sites have been depicted. Among these the 3rd combination has lowest
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ground state energy. Here the Co atoms form a linear chain kind of structure, whereas the Mn2 are

substituted at random In sites.

Effect of Co doping on elastic, magnetic and electronic properties of Ni2MnIn

To understand the effect of Co doping in Ni-Mn-In on elastic properties, volume optimization of

the cubic structure of Ni2MnIn, Ni1.75Co0.25MnIn and Ni1.5Co0.5MnIn are performed. In fig. 6.15

the cubic volume optimization of total ground state energy of different compositions have been

depicted.
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Figure 6.15 Total ground state energy/unit-cell and fitted curve vs. volume plot of
Ni2MnIn, Ni1.75Co0.25MnIn and Ni1.5Co0.5MnIn.

The equilibrium lattice parameter of cubic unit cell and bulk modulus are found out by fitting

the ground state energy with Murnaghan equation of state [33]. The lattice parameters, bulk mod-
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ulus and total magnetic moment/f.u. in cubic structure of different compositions are listed in Table

6.4.

Table 6.4 Lattice constant, bulk modulus and magnetic moment/formula-unit(f.u.) in
cubic structure of Ni2MnIn, Ni1.75Co0.25MnIn and Ni1.5Co0.5MnIn.

It is obtained from Table 6.4 that bulk modulus and total magnetic moment/f.u. increase

with Co doping. In Ni2MnIn, Ni and Mn individual magnetic moment are 0.346 µB and 3.653

µB respectively which mainly contribute in total magnetic moment. For Ni1.75Co0.25MnIn and

Ni1.5Co0.5MnIn Ni, Co, Mn individual magnetic moment varies as 0.324-0.488 µB, 1.310 µB,

3.601-3.613 µB and 0.266-0.418 µB, 1.240 µB, 3.516-3.523 µB. Thus, the Co has ferromagnetic

exchange with Ni and Mn. Higher individual magnetic moment of Co atom than Ni makes the

total magnetic moment higher in Co doped systems than Ni2MnIn. Due to more ferromagnetic

exchange between Ni-Co and Mn-Co in Co doped system [34, 35] the Curie temperature TC will

be higher than Ni2MnIn because within the mean-field approximation Curie temperature is pro-

portional to the strength of exchange interaction [36].

Moreover, introduction of Co affects the electronic structure which is evident from fig. 6.16

where the comparison between spin polarized total and partial density of states of Ni2MnIn and

Ni1.75Co0.25MnIn have been shown. Significant contribution of Co d states near EF around -0.3

eV increases the weight of the density of states near the Fermi energy.
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Figure 6.16 Spin polarized total and partial density of states of Ni2MnIn and
Ni1.75Co0.25MnIn. The Fermi energy (EF) is at 0 eV. The upper/lower panel is for the
majority/minority spin channel.
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6.4 Conclusions

In summary, the structural properties of Ni2Mn1+xIn1−x has been investigated. Martensitic trans-

formation have been obtained for x ≥ 0.375 which is in good agreement with the experimental

value x ≥ 0.36. Jahn- Teller effect associated with Ni is not the driving force for the marten-

sitic transitions of this system. Similar to Ni-Mn-Sn system, it is the Ni-Mn hybridization and In

lone pair electron density on the electrons of neighbouring atoms which make the cubic structure

unstable and trigger the structural transition.

Moreover, the substituted Co atoms prefer to be at Ni site with stable tetragonal ground state

structure. Furthermore, Co substitution exhibits thermodynamic tendency for atomic association

forming cluster, and makes the random distribution of Co difficult. Introduction of Co enhances

the ferromagnetic exchange interaction between Ni-Co and Mn-Co. Consequently, the Curie tem-

perature of Co-doped system is more than stoichiometric Ni2MnIn.
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In summary, this thesis mainly focuses on the origin of the martensitic transformation and

other properties of Ni-Mn based Heusler alloys. The structural, magnetic, and electronic structure

of Ni2MnGa, Ni2Mn1+xSn1−x, Ni2Mn1+xIn1−x and Ni2−yCoyMn1+xIn1−x Heusler alloy systems

are examined theoretically using an ab-initio implementation of density functional theory.

Interestingly, Ni2MnGa is the only member in the Ni-Mn based alloys in which the martensitic

transformation takes place for the stoichiometric compound. Transfer of spectral weight in the

near Fermi energy region has been observed at the martensitic transformation [1]. This has been

attributed to a band Jahn-Teller associated with Ni 3d orbitals [2]. In contrast to the conventional

Jahn-Teller effect operative in localized systems, here, one finds delocalized states at the Fermi

level. We find that this effect on the onsite energies of the Ni d orbitals is found to be very small.

However, here the mechanism is associated with the delocalized electrons on Ga which have a low

weight at the Fermi energy. The Coulomb interactions between electrons on Mn and those on Ga

lead to a large electrostatic potential being felt by the latter. This we believe drives the distortions

which results in the lifting of degeneracy of the three-fold degenerate p orbitals on Ga. This drives

the martensitic transition. We quantify this interaction and show for the first time that the systems

in which the martensitic transition does not take place are those in which the effects are smaller.

Ni2MnSn and Ni2MnIn are the examples of such systems where the weaker Coulomb interactions

between electrons Sn/In and neighbouring atoms do not drive a martensitic transition.

However, the off-stoichiometric Ni-Mn-Sn compositions with x ≥ 0.375 are found to have a

transition which captures the experimental trend of martensitic transition beyond x ≥ 0.36 [3]. It is

found that when the Mn atoms are doped at the Sn sites of Ni2Mn1+xSn1−x, the random occupation

of Sn by Mn is energetically favorable. Mn at Mn sites (Mn1) are antiferromagnetically coupled

to Mn at Sn sites (Mn2) in the parent austenitic phase which persists in martensitic phase with

enhanced exchange interaction. Thus, the exchange splitting on Mn1 and Ni are in the same

direction, while that on Mn2 is opposite. This results in a larger energy gain when Ni and Mn2

interact. At larger doping concentrations one gains energy from Mn1 and Ni interactions also.

Ni atom moves towards both Mn1 and Mn2 and this results in a resultant force along a lattice

parameter. This leads to instability in the austenitic phase. Further energy lowering is possible by
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an elongation of the lattice vector which gives rise to the martensitic transition due to presence of

Sn electron lone pair repulsion to electrons on neighbouring atoms. Quantification of the electronic

structure change of Ni d states by mapping of the ab-initio band structure within the tight-binding

model in both austenitic phase and martensitic phase reveals that the changes in onsite energies

at the transition are small. This suggests that Jahn-Teller distortions associated with Ni cannot

be the driving force for the martensitic transitions of this system. Thus the microscopic origin at

off-stoichiometric compositions of Ni2Mn1+xSn1−x is the Ni-Mn hybridization and Sn lone pair

effect which make the cubic structure unstable and triggers the structural transformation.

The above explanation for the driving force of martensitic transformation of Ni2Mn1+xSn1−x

also holds for Ni2Mn1+xIn1−x. Interestingly, here the magnetic exchange between Mn at parent

Mn site (Mn1) and doped Mn at In site (Mn2) is ferromagnetic in nature in the austenitic phase

in contrast to Ni2Mn1+xGa1−x and Ni2Mn1+xSn1−x. In the martensitic phase the magnetic ex-

change between Mn1 and Mn2 becomes antiferromagnetic in Ni2Mn1+xIn1−x, while it remains

antiferromagnetic for Ni2Mn1+xGa1−x and Ni2Mn1+xSn1−x.

The X-ray diffraction and magnetic susceptibility measurements reveal that in the martensitic

phase the co-existence of two crystal structures (4L and 14L orthorhombic structures), change in

crystal structure phase fraction with magnetic transition, co-existence of ferromagnetic and antifer-

romagnetic domains, and different strength of antiferromagnetic coupling gives rise to structurally

and magnetically frustrated martensitic phases that causes spin-glass-like behavior of Ni2Mn1+xSn1−x

(x = 0.40 and 0.44) and lead to exchange bias phenomena under zero field cooled heating (ZFC).

Moreover, the change in valence band shape due to temperature variation in experimental elec-

tronic structure has been captured by ab-initio density functional theory. The redistribution of

density of states due to 4L and 14L phase fraction change gives rise to valence band shape change.

Furthermore, it has been found that the substituted Co atoms prefer to be at Ni sites with stable

tetragonal ground state structure. Co substitution exhibits a tendency to form clusters. Introduction

of Co enhances the ferromagnetic exchange interaction between Ni-Co and Mn-Co. Consequently,

the Curie temperature of Co-doped system is more than stoichiometric Ni2MnIn.
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A.1 Introduction

Till date a lot of theoretical calculations on total ground state energy variation with different c/a

ratios have been performed with GGA functional [1–4] for Ni2MnGa which describe the local

energy minima at c/a ≈ 0.94/0.955 [2, 5] and a global minima around 1.25 [5]. Barman et al. [6]

predicted global energy minima at c/a ≈ 0.97 using GGA functional. Recently, it is suggested

that GGA+U functional is more suitable for Ni2MnGa [7]. The U is considered only on Mn and

value is around 5.97 eV, which is large for metallic systems. The U on Ni d and Ga p states are

neglected. Here U plays the role of additional Coulomb interaction between the electrons of atoms

when interactions of localized electrons are strong. However, GGA functional takes account the

Coulomb interactions to some extent.

Thus, the validity of the influence of U on the properties of Ni-Mn based Heusler alloys is

necessary to investigate. The present chapter investigates the role of Coulomb correlation in un-

derstanding properties of both stoichiometric Ni2MnSn and off-stoichiometric Ni2Mn1.5Sn0.5. The

U on both Ni and Mn states are considered.

A.2 Theoretical and Experimental Methods

Ab-initio electronic structure calculations are carried out using the projector augmented wave

(PAW) method as implemented in the VASP [8] code within generalized gradient approximation

(GGA) for the exchange correlation functional. Moreover, considering coulomb interaction due to

Ni and Mn explicitly within GGA functional, we have adopted GGA + UMn, GGA + UNi and GGA

+ UMn + UNi. The UNi value is considered 5 eV and UMn is taken to be 3 eV and 4 eV [9–11].

Moreover, the density of states of Heusler alloy systems is characterized by the exchange-splitting

of the Mn d states which is around 3 eV. The experimental L21 structure [12, 13] with the space

group Fm3̄m was considered for Ni2MnSn. A 16 atom L21 cubic unit cell is considered. A k-points

mesh of 10×10×10 and a plane wave cutoff energy 425 eV was used in the calculations. The total

energy was found to converge within 5 meV. The volume as well as ionic positions of unit cell are
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relaxed to obtain the stable ground state. Using the equilibrium structure, spin polarized total den-

sity of states (DOS) per unit cell and partial density of states (PDOS) per atom are calculated. The

magnetic coupling between Mn at parent Mn sites and doped Mn at Sn sites is antiferromagnetic

in off-stoichiometric Ni2Mn1+xSn1−x. The ionic positions are relaxed for different c/a ratios of

the off-stoichiometric alloy.

The Ultra-violet Photoemission Spectroscopy (UPS) measurement was performed using monochro-

matic He I (hν = 21.2 eV) photon source to record the valence band spectra. The electron detection

was done by Gammadata Scienta analyzer R4000. The total energy resolution of UPS is 1.5 meV.

A.3 Results and Discussions

The lattice parameter of Ni2MnSn obtained using different exchange correlation functionals are

listed in Table A.1. The cubic lattice parameter obtained using GGA and GGA + UMn (3 eV) +

Table A.1 Cubic L21 lattice parameter of Ni2MnSn with GGA, GGA + UMn, GGA + UNi
and GGA + UMn + UNi functional.

Functional Lattice

parameter (Å)

1. GGA 6.059

2. GGA + UMn 3 eV : 6.124

4 eV : 6.144

3. GGA + UNi 5.993

4. GGA + UMn + UNi 3 eV : 6.063

4 eV : 6.080

UNi (5 eV) are in good agreement with the experiment [12, 13] (6.06 Å). The lattice parameter

differs by only 0.28 % with increase in U by 1 eV. Therefore, UMn could be considered either 3

eV or 4 eV. The use of U only on Mn or Ni does not agree with experimental lattice parameter.

The UNi alone underestimates the lattice constant by 0.94 % while the U on Mn overestimates the

lattice constant by 1.22 - 1.55 %.



176 Chapter A Role of Coulomb correlations in the properties of Heusler alloys

Table A.2 Magnetic moments of Ni, Mn and Sn/atom and total moment/formula unit(f.u.)
(in µB) of Ni2MnSn with GGA, GGA + UMn, GGA + UNi and GGA + UMn + UNi func-
tional.

Atom GGA GGA + GGA GGA+

type UMn +UNi UMn+UNi

3eV 4eV 3eV 4eV

Ni 0.246 0.174 0.154 0.205 0.184 0.158

Mn 3.486 4.045 4.167 3.480 4.076 4.188

Sn -0.021 -0.020 -0.019 -0.034 -0.025 -0.026

Total 4.104 4.532 4.628 3.961 4.572 4.636

The Table A.2 gives the magnetic moment of each atom and total magnetic moment using all

the functionals. It is important to note that the total magnetic moment, obtained with GGA matches

well with experiment [13–15] (∼ 4 µB/f.u.). The total magnetic moment arises due to localized

magnetic moment of Mn atoms. The Mn magnetic moment with GGA and GGA + UNi functional

is in good agreement (< 10 %) with experiment (∼ 3.2 ± 0.1µB/f.u.) [16]. The incorporation

of U on Mn increases the magnetic moment on Mn by 26.4 - 30.2 %. As a result, total magnetic

moment also increases by 13.3 - 15.7 % as compared to experimental value. Although Mn moment

obtained using GGA + UNi agrees well with experiment, the total magnetic moment decreases by

0.98 %. Furthermore, U on both Mn and Ni increases the magnetic moment of Mn by 27.4 - 30.9

%. Consequently, total magnetic moment increases by 14.3 - 15.9 %. The increase of U on Mn

by 1 eV does not change the total magnetic moment appreciably. Thus, consideration of U on

Mn could be either 3 eV or 4 eV for further calculation. Although structural analysis reveals that

GGA and GGA+UMn+UNi gives good agreement with experiment, the later one does not produce

matching experimental magnetic moment value.

The fig. A.1 shows the effect of U on spin integrated total density of states (TDOS). The to-

tal DOS is multiplied with Fermi function at the measurement temperature and convoluted with

a Voigt function to compare with experimental valence band [17]. The half width at half maxi-

mum (HWHM) accounts for Gaussian component of the Voigt function. The energy-dependent

Lorentzian full width at half maximum (FWHM) that represents the lifetime broadening is 0.1(E-
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Figure A.1 (a) Spin integrated total DOS of Ni2MnSn with GGA, GGA+UMn(3 eV) and
GGA+UMn(3 eV)+UNi (5 eV), (b) Convoluted total DOS by experimental broadening
parameters.

EF), where EF represents the Fermi energy. The convoluted DOS has a peak around - 1.6 eV

(feature B in fig. A.1 (b)) with GGA and GGA+UMn(3 eV) and around - 1.92 eV (feature B
′
)

with GGA+UMn(3 eV)+UNi(5 eV) functional. In experimental valence band spectra of Ni2MnSn

a peak is observed around -1.5 eV [14, 18]. Thus, GGA and GGA+UMn(3 eV) functional have

good agreement with experiment. The valence band spectra does not match by considering U both

on Mn and Ni with GGA functional. The VB is largely dominated by Ni 3d states as evident

from partial DOS shown in fig. A.2. Due to Ni 3d-Mn 3d orbital hybridization, a feature arises



178 Chapter A Role of Coulomb correlations in the properties of Heusler alloys

5

4

3

2

1

0

-1

-2

P
D

O
S

 (
st

a
te

s/
e
V

-a
to

m
)

-4 -2 0 2

Energy (eV)

 GGA
 GGA + 

       UMn(3eV)  
 GGA+

UMn(3eV) + UNi(5eV)

Ni eg

EF

 (b)

-4

-2

0

2

4

P
D

O
S

 (
st

a
te

s/
e
V

-a
to

m
)

-4 -2 0 2

Energy (eV)

 GGA
 GGA +

       UMn(3eV) 
 GGA+

UMn(3eV) + UNi(5eV)

EF

Ni t2g (a)
10

5

0

-5

P
D

O
S

 (
st

a
te

s/
e
v-

a
to

m
)

-6 -4 -2 0 2 4

Energy (eV)

 GGA
 GGA +

       UMn(3eV) 
 GGA+

UMn(3eV) + UNi(5eV)

EF

Mn t2g (c)

8

6

4

2

0

-2

-4

P
D

O
S

 (
st

a
te

s/
e
v-

a
to

m
)

-6 -4 -2 0 2 4

Energy (eV)

 GGA
 GGA +

       UMn(3eV) 

GGA+
UMn(3eV) + UNi(5eV) 

Mn eg

EF

 (d)

Figure A.2 Spin polarized partial DOS of Ni and Mn t2g and eg states of Ni2MnSn with
GGA, GGA+UMn(3 eV) and GGA+UMn(3 eV)+UNi. The Fermi energy (EF) is at 0 eV.
The upper/lower panel is for the majority/minority spin channel.

around - 3.1 eV (feature C) for GGA functional. This state shifts to - 4.2 eV (feature C
′
) bind-

ing energy for both GGA+UMn(3 eV) and GGA+UMn(3 eV)+UNi(5 eV) functional. The feature

around -5.8 eV (feature D) of the spectra corresponds to Mn eg state. The features C and D match

very well with valence band spectra of Ni2MnGa [17]. The Ni 3deg state is around - 0.5 eV bind-

ing energy (A), which is responsible for martensitic phase transformation in off-stoichiometric

composition [14]. Thus, the obtained lattice parameter, magnetic moment and DOS agree with

experimental results [12–14] using GGA functional for stoichiometric composition Ni2MnSn.

The structural transition is reported for off-stoichiometric compositions Ni2Mn1+xSn1−x (x ≥

0.36) [19]. Thus, the validity of GGA functional for Ni2Mn1.5Sn0.5 is also accertained by compar-

ing it with GGA+UMn(3 eV)+UNi(5 eV). In fig. A.3 the relative total ground state energy variation

of Ni2Mn1.5Sn0.5 is shown as a function of c/a for GGA and GGA+UMn(3 eV)+UNi(5 eV) func-

tional. The ground state energy is measured with respect to the energy corresponding to c/a =
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Figure A.3 Ground state energy vs c/a plot of Ni2Mn1.5Sn0.5 calculated with GGA and
GGA+UMn(3 eV)+UNi(5 eV).

1. A minima in the ground state energy is observed with GGA at c/a ≃ 1.3, where as the min-

ima vanishes for GGA+U functional. This minima corresponds to martensitic tetragonal structural

distortion of cubic L21 crystal structure [14]. The GGA+U functional suppresses the martensitic

phase transition. Thus, GGA functional gives a good agreement of experimental result supporting

c/a > 1 for off-stoichiometric Ni-Mn-Sn systems [19, 20].

Fig. A.4 (a) - (d) shows the spin integrated total DOS and convoluted total DOS corresponding

to c/a = 1 and c/a = 1.32 of Ni2Mn1.5Sn0.5 using GGA and GGA+U (both Ni and Mn)functional.

The convoluted DOS with GGA functional has peaks around -1.0 eV (feature P), -1.7 eV (feature

Q) and -3.0 eV (feature R) in austenitic phase. Similar broad features are obtained in experimental

UPS VB spectra (fig. A.4) around -1.0 eV, -1.5 eV and -3.1 eV, respectively. In MP, the convoluted

DOS with GGA functional shows a peak around -1.4 eV (feature S). Corresponding feature is

broad in experimental VB spectra with average spectral weight around -1.2 eV. The convoluted

DOS with GGA+U functional has peaks around -2.0 eV (feature E) and -4.4 (feature F) eV in both

austenitic phase and martensitic phase. Thus, features of experimental UPS valence band spectra
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Figure A.4 Spin integrated total DOS, convoluted DOS of Ni2Mn1.5Sn0.5 with GGA [(a)
and (b)] and GGA+U (both Ni and Mn) functional [(c) and (d)] for both c/a = 1 and c/a
= 1.32.

could be well explained by GGA functional.

Table A.3 Total magnetic moment/formula unit (in µB) of Ni2Mn1.5Sn0.5 with GGA and
GGA + UMn (3 eV)+ UNi (5 eV) functional in both austenitic and martensitic phase.

Functional Magnetic moment (µB/f.u.)

Austenite phase Martensite phase

GGA 1.876 1.568

GGA+UMn(4 eV)+UNi 2.184 2.073

In Table A.3, the total magnetic moment of Ni2Mn1.5Sn0.5 with GGA and GGA + UMn (3 eV)+

UNi (5 eV) functional in both austenitic phase and martensitic phase are listed. The experimentally

obtained total magnetic moment of x = 0.5 in austenitic phase and martensitic phase are ∼ 1.92

µB/f.u. and ∼ 1.355 µB/f.u., respectively [13,14]. The total magnetic moment obtained using GGA
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Figure A.5 UPS valence band spectra of Ni2Mn1+xSn1−x (x = 0.44) in the austenitic and
martensitic phases recorded with hν = 21.2 eV.

functional agrees well with experiment than that with GGA+U.

A.4 Conclusions

The GGA functional gives a good support to the experimental observations of lattice parameter,

magnetic moment and electronic structure. Thus, the extent of Coulomb correlation already exist-

ing within the GGA functional is adequate for description and understanding of both stoichiometric

and non-stoichiometric Ni2Mn1+xSn1−x properties. Further inclusion of Coulomb correlation term

is not necessary.
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57 (1972).

[17] A. Chakrabarti, C. Biswas, S. Banik, R. S. Dhaka, A. K. Shukla, and S. R. Barman, Phys.

Rev. B 72, 073103 (2005).

[18] S. Imada, A. Yamasaki, K. Kusuda, A. Higashiya, A. Irizawa, A. Sekiyama, T. Kanomata,

and S. Suga, J. Electron. Spectrosc. Relat. Phenom. 156-158, 433 (2007).

[19] Y. Sutou, Y. Imano, N. Koeda, T. Omori, R. Kainuma, K. Ishida, and K. Oikawa, Appl.

Phys. Lett. 85, 4358 (2004).

[20] Ref. [31] of M. Ye et al. Phys. Rev. Lett. 104, 176401 (2010).




